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Preface to the First Edition

This book is intended to describe the theoretical basis of optical waveguides
with particular emphasis on the transmission theory. In order to investigate and
develop optical fiber communication systems and planar lightwave circuits thor-
ough understanding of the principle of lightwave propagation and its application
to the design of practical optical devices are required. To answer these purposes,
the book explains important knowledge and analysis methods in detail.

The book consists of ten chapters. In Chapter 1 fundamental wave theories
of optical waveguides, which are necessary to understand the lightwave propa-
gation phenomena in the waveguides, are described. Chapters 2 and 3 deal with
the transmission characteristics in planar optical waveguides and optical fibers,
respectively. The analytical treatments in Chapters 2 and 3 are quite important
to understand the basic subjects of waveguides such as (1) mode concepts and
electromagnetic field distributions, (2) dispersion equation and propagation con-
stants, and (3) chromatic dispersion and transmission bandwidths. Directional
couplers and Bragg gratings are indispensable to construct practical lightwave
circuits. In Chapter 4 coupled mode theory to deal with these devices is explained
in detail and concrete derivation techniques of the coupling coefficients for sev-
eral practical devices are presented. Chapter 5 treats nonlinear optical effects in
optical fibers such as optical solitons, stimulated Raman scattering, stimulated
Brillouin scattering and second-harmonic generation. Though the nonlinearity
of silica-based fiber is quite small, several nonlinear optical effects manifest
themselves conspicuously owing to the high power density and long interaction
length in fibers. Generally nonlinear optical effects are thought to be harmful
to communication systems. But, if we fully understand nonlinear optical effects
and make good use of them we can construct much more versatile communica-
tion systems and information processing devices. From Chapter 6 to 8 various
numerical analysis methods are presented; they are, the finite element method
(FEM) waveguide and stress analyses, beam propagation methods (BPM) based
on the fast Fourier transform (FFT) and finite difference methods (FDM), and
the staircase concatenation method. In the analysis and design of practical light-
wave circuits, we often encounter problems to which analytical methods cannot
be applied due to the complex waveguide structure and insufficient accuracy in
the results. We should rely on numerical techniques in such cases. The finite
element method is suitable for the mode analysis and stress analysis of opti-
cal waveguides having arbitrary and complicated cross-sectional geometries.

xiii



xiv Preface to the First Edition

The beam propagation method is the most powerful technique for investigat-
ing linear and nonlinear lightwave propagation phenomena in axially varying
waveguides such as curvilinear directional couplers, branching and combining
waveguides and tapered waveguides. BPM is also quite important for the anal-
ysis of ultrashort light pulse propagation in optical fibers. Since FEM and BPM
are general-purpose numerical methods they will become indispensable tools
for the research and development of optical fiber communication systems and
planar lightwave circuits. In Chapters 6 to 8, many examples of numerical anal-
yses are presented for practically important waveguide devices. The staircase
concatenation method is a classical technique for the analysis of axially varying
waveguides. Although FEM and BPM are suitable for the majority of cases and
the staircase concatenation method is not widely used in lightwave problems, the
author believes it is important to understand the basic concepts of these numerical
methods. In Chapter 9, various important planar lightwave circuit (PLC) devices
are described in detail. Arrayed-waveguide grating multiplexers (AWGs) are
quite important wavelength filters for wavelength division multiplexing (WDM)
systems. Therefore the basic operational principles, design procedures of AWGs,
as well as their performances and applications, are extensively explained. Finally
Chapter 10 serves to describe several important theorems and formulas which
are the bases for the derivation of various equations throughout the book.

A large number of individuals have contributed, either directly or indirectly,
to the completion of this book. Thanks are expressed particularly to the late
Professor Takanori Okoshi of the University of Tokyo for his continuous encour-
agement and support. I also owe a great deal of technical support to my colleagues
in NTT Photonics Laboratories. I am thankful to Professor Un-Chul Paek of
Kwangju Institute of Science & Technology, Korea, and Dr. Ivan P. Kaminow
of Bell Labs, Lucent Technologies, who gave me the opportunity to publish this
book. I would like to express my gratitude to Prof. Gambling of City University
of Hong Kong who reviewed most of the theoretical sections and made extensive
suggestions. I am also thankful to Professor Ryouichi Itoh of the University of
Tokyo, who suggested writing the original Japanese edition of this book.

May 1999
Katsunari Okamoto



Preface to the Second Edition

Since the publication of the first edition of this book in 1999, dramatic
advancement has occurred in the field of optical fibers and planar lightwave
circuits (PLCs). Photonic crystal fibers (PCFs) or holey fibers (HFs) are a
completely new class of fibers. Light confinement to the core is achieved by the
Bragg reflection in a hollow-core PCF. To the contrary, light is confined to the
core by the effective refractive-index difference between the solid core and holey
cladding in the solid-core HF. One of the most striking features of PCFs is that
zero-dispersion wavelength can be shifted down to visible wavelength region.
This makes it possible to generate coherent and broadband supercontinuum light
from visible wavelength to near infrared wavelength region. Coherent and ultra
broadband light is very important not only to telecommunications but also to
applications such as optical coherence tomography and frequency metrology.

The research on PLCs has been done for more than 30 years. However, PLC
and arrayed-waveguide grating (AWG) began to be practically used in optical
fiber systems from the middle of 1990s. Therefore, PLCs and AWGs were in their
progress when the first edition of this book was published. Performances and
functionalities of AWGs have advanced dramatically after the first edition. As an
example, 4200-ch AWG with 5-GHz channel spacing has been fabricated in the
laboratory. Narrow-channel and large channel-count AWGs will be important
not only in telecommunications but also in spectroscopy.

Based on these rapid advances in optical waveguide devices over the last six
years, the publisher and I deemed it necessary to bring out this second edition
in order to continue to provide a comprehensive knowledge to the readers.

New subjects have been brought into Chapters 2, 3, 5, 6, 7 and 9. Multimode
interference (MMI) devices, which have been added to Chapter 2, are very
important integrated optical components which can perform unique splitting and
combining functions. In Chapter 3, detailed discussion of the polarization mode
dispersion (PMD) and dispersion control in single-mode fibers are added together
with the comprehensive treatment of the PCFs. Four-wave mixing (FWM) that
has been added to Chapter 5 is an important nonlinear effect especially in
wavelength division multiplexing (WDM) systems.

High-index contrast PLCs such as Silicon-on-Insulator (SOI) waveguides
are becoming increasingly important to construct optoelectronics integrated cir-
cuits. In order to deal with high-index contrast waveguides, semi-vector analysis
becomes prerequisite. In Chapters 6 and 7, semi-vector finite element method

xv
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(FEM) analysis and beam propagation method (BPM) analysis have been newly
added. Moreover, comprehensive treatment of the finite difference time domain
(FDTD) method is introduced in Chapter 7.

Almost all of the material in Chapter 9 is new because of recent advances
in PLCs and AWGs. Readers will acquire comprehensive understanding of the
operational principles in various kinds of flat spectral-response AWGs. Origin
of crosstalk and dispersion in AWGs are described thoroughly. Various kinds of
optical-layer signal processing devices, such as reconfigurable optical add/drop
multiplexers (ROADM), dispersion slope equalizers, PMD equalizers, etc., have
been described.

I am indebted to a large number of people for the work on which this second
edition of the book is based. First, I should like to thank the late Professor
Takanori Okoshi of the University of Tokyo for his continuous encourage-
ment and support. I owe a great deal of technical support to my colleagues
in NTT Photonics Laboratories. I am thankful to Professor Un-Chul Paek of
Gwangju Institute of Science and Technology, Korea, and Dr Ivan P. Kaminow
of Kaminow Lightwave Technology, USA, who gave me the opportunity to
publish the book. I am also grateful to Prof. Gambling of LTK Industries Ltd,
Hong Kong, who made extensive suggestions to the first edition of the book.

Finally, I wish to express my hearty thanks to my wife, Kuniko, and my sons,
Hiroaki and Masaaki, for their warm support in completing the book.

June 2005
Katsunari Okamoto



Chapter 1

Wave Theory of Optical
Waveguides

The basic concepts and equations of electromagnetic wave theory required for
the comprehension of lightwave propagation in optical waveguides are presented.
The light confinement and formation of modes in the waveguide are qualitatively
explained, taking the case of a slab waveguide. Maxwell’s equations, boundary
conditions, and the complex Poynting vector are described as they form the basis
for the following chapters.

1.1. WAVEGUIDE STRUCTURE

Optical fibers and optical waveguides consist of a core, in which light is
confined, and a cladding, or substrate surrounding the core, as shown in Fig. 1.1.
The refractive index of the core n1 is higher than that of the cladding n0.
Therefore the light beam that is coupled to the end face of the waveguide is
confined in the core by total internal reflection. The condition for total internal
reflection at the core–cladding interface is given by n1 sin��/2 − ���n0. Since
the angle � is related with the incident angle � by sin � = n1 sin ��

√
n2

1 − n2
0,

we obtain the critical condition for the total internal reflection as

�� sin−1
√

n2
1 − n2

0 ≡ �max� (1.1)

The refractive-index difference between core and cladding is of the order of
n1 − n0 = 0�01. Then �max in Eq. (1.1) can be approximated by

�max �
√

n2
1 − n2

0� (1.2)

1



2 Wave Theory of Optical Waveguides

Figure 1.1 Basic structure and refractive-index profile of the optical waveguide.

�max denotes the maximum light acceptance angle of the waveguide and is known
as the numerical aperture (NA).

The relative refractive-index difference between n1 and n0 is defined as

� = n2
1 − n2

0

2n2
1

� n1 − n0

n1

� (1.3)

� is commonly expressed as a percentage. The numerical aperture NA is related
to the relative refractive-index difference � by

NA = �max � n1

√
2�� (1.4)

The maximum angle for the propagating light within the core is given by
�max � �max/n1 � √

2�. For typical optical waveguides, NA = 0�21 and �max =
12���max = 8�1�� when n1 = 1�47	� = 1% �for n0 = 1�455�.

1.2. FORMATION OF GUIDED MODES

We have accounted for the mechanism of mode confinement and have indi-
cated that the angle � must not exceed the critical angle. Even though the angle
� is smaller than the critical angle, light rays with arbitrary angles are not
able to propagate in the waveguide. Each mode is associated with light rays
at a discrete angle of propagation, as given by electromagnetic wave analysis.
Here we describe the formation of modes with the ray picture in the slab wave-
guide [1], as shown in Fig. 1.2. Let us consider a plane wave propagating along
the z-direction with inclination angle �. The phase fronts of the plane waves are
perpendicular to the light rays. The wavelength and the wavenumber of light in
the core are 
/n1 and kn1�k = 2�/
�, respectively, where 
 is the wavelength
of light in vacuum. The propagation constants along z and x (lateral direction)
are expressed by

� = kn1 cos �	 (1.5)

� = kn1 sin �� (1.6)
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Figure 1.2 Light rays and their phase fronts in the waveguide.

Before describing the formation of modes in detail, we must explain the
phase shift of a light ray that suffers total reflection. The reflection coefficient
of the totally reflected light, which is polarized perpendicular to the incident
plane (plane formed by the incident and reflected rays), as shown in Fig. 1.3, is
given by [2]

r = Ar

Ai

= n1 sin � + j
√

n2
1 cos2 � − n2

0

n1 sin � − j
√

n2
1 cos2 � − n2

0

� (1.7)

When we express the complex reflection coefficient r as r = exp�−j
�, the
amount of phase shift 
 is obtained as


 = −2 tan−1

√
n2

1 cos2 � − n2
0

n1 sin �
= −2 tan−1

√
2�

sin2 �
− 1� (1.8)

where Eq. (1.3) has been used. The foregoing phase shift for the totally reflected
light is called the Goos–Hänchen shift [1, 3].

Let us consider the phase difference between the two light rays belonging to
the same plane wave in Fig. 1.2. Light ray PQ, which propagates from point P
to Q, does not suffer the influence of reflection. On the other hand, light ray RS,

Figure 1.3 Total reflection of a plane wave at a dielectric interface.
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propagating from point R to S, is reflected two times (at the upper and lower
core–cladding interfaces). Since points P and R or points Q and S are on the
same phase front, optical paths PQ and RS (including the Goos–Hänchen shifts
caused by the two total reflections) should be equal, or their difference should
be an integral multiple of 2�. Since the distance between points Q and R is
2a/tan � − 2a tan �, the distance between points P and Q is expressed by

�1 =
(

2a

tan �
− 2a tan �

)
cos � = 2a

(
1

sin �
− 2 sin �

)
� (1.9)

Also, the distance between points R and S is given by

�2 = 2a

sin �
� (1.10)

The phase-matching condition for the optical paths PQ and RS then becomes

�kn1�2 + 2
� − kn1�1 = 2m�	 (1.11)

where m is an integer. Substituting Eqs. (1.8)–(1.10) into Eq. (1.11) we obtain
the condition for the propagation angle � as

tan
(
kn1a sin � − m�

2

)
=
√

2�

sin2 �
− 1� (1.12)

Equation (1.12) shows that the propagation angle of a light ray is discrete
and is determined by the waveguide structure (core radius a, refractive index
n1, refractive-index difference �) and the wavelength 
 of the light source
(wavenumber is k = 2�/
� [4]. The optical field distribution that satisfies the
phase-matching condition of Eq. (1.12) is called the mode. The allowed value of
propagation constant � [Eq. (1.5)] is also discrete and is denoted as an eigenvalue.
The mode that has the minimum angle � in Eq. (1.12) �m=0� is the fundamental
mode; the other modes, having larger angles, are higher-order modes �m� 1�.

Figure 1.4 schematically shows the formation of modes (standing waves) for
(a) the fundamental mode and (b) a higher-order mode, respectively, through
the interference of light waves. In the figure the solid line represents a positive
phase front and a dotted line represents a negative phase front, respectively. The
electric field amplitude becomes the maximum (minimum) at the point where two
positive (negative) phase fronts interfere. In contrast, the electric field amplitude
becomes almost zero near the core–cladding interface, since positive and negative
phase fronts cancel out each other. Therefore the field distribution along the
x-(transverse) direction becomes a standing wave and varies periodically along
the z direction with the period 
p = �
/n1�/cos � = 2�/�.
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Figure 1.4 Formation of modes: (a) Fundamental mode, (b) higher-order mode.

Since n1 sin � = sin ��
√

n2
1 − n2

0 from Fig. 1.1, Eqs. (1.1) and (1.3) give the
propagation angle as sin ��

√
2�. When we introduce the parameter

� = sin �√
2�

	 (1.13)

which is normalized to 1, the phase-matching Eq. (1.12) can be rewritten as

kn1a
√

2� = cos−1 � + m�/2
�

� (1.14)

The term on the left-hand side of Eq. (1.14) is known as the normalized
frequency, and it is expressed by

v = kn1a
√

2�� (1.15)

When we use the normalized frequency v, the propagation characteristics of the
waveguides can be treated generally (independent of each waveguide structure).
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The relationship between normalized frequency v and � (propagation constant �),
Eq. (1.14), is called the dispersion equation. Figure 1.5 shows the dispersion
curves of a slab waveguide. The crossing point between �= �cos−1 �+m�/2�/�
and � = v gives �m for each mode number m, and the propagation constant �m

is obtained from Eqs. (1.5) and (1.13).
It is known from Fig. 1.5 that only the fundamental mode with m = 0 can

exist when v < vc = �/2. vc determines the single-mode condition of the slab
waveguide—in other words, the condition in which higher-order modes are cut
off. Therefore it is called the cutoff v-value. When we rewrite the cutoff condition
in terms of the wavelength we obtain


c = 2�

vc

an1

√
2�� (1.16)

Figure 1.5 Dispersion curves of a slab waveguide.
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c is called the cutoff (free-space) wavelength. The waveguide operates in a single
mode for wavelengths longer than 
c. For example, 
c = 0�8 �m when the core
width 2a= 3�54 �m for the slab waveguide of n1 = 1�46	�= 0�3%�n0 = 1�455�.

1.3. MAXWELL’S EQUATIONS

Maxwell’s equations in a homogeneous and lossless dielectric medium are
written in terms of the electric field e and magnetic field h as [5]

� × e = −�
�h
�t

	 (1.17)

� × h = �
�e
�t

	 (1.18)

where � and � denote the permittivity and permeability of the medium, respec-
tively. � and � are related to their respective values in a vacuum of �0 =
8�854 × 10−12�F/m� and �0 = 4� × 10−7�H/m� by

� = �0n
2	 (1.19a)

� = �0	 (1.19b)

where n is the refractive index. The wavenumber of light in the medium is then
expressed as [5]

� = �
√

�� = �n
√

�0�0 = kn� (1.20)

In Eq. (1.20), � is an angular frequency of the sinusoidally varying electromag-
netic fields with respect to time; k is the wavenumber in a vacuum, which is
related to the angular frequency � by

k = �
√

�0�0 = �

c
� (1.21)

In Eq. (1.21), c is the light velocity in a vacuum, given by

c = 1√
�0�0

= 2�998 × 108�m/s�� (1.22)

The fact that the units for light velocity c are m/s is confirmed from the units of
the permittivity �0 �F/m� and permeability �0 [H/m] as

1
√

�F/m��H/m�
= m√

F · H
= m
√

�A · s/V��V · s/A�
= m

s
�
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When the frequency of the electromagnetic wave is f�Hz�, it propagates
c/f�m� in one period of sinusoidal variation. Then the wavelength of electro-
magnetic wave is obtained by


 = c

f
= �/k

f
= 2�

k
	 (1.23)

where � = 2�f .
When the electromagnetic fields e and h are sinusoidal functions of time,

they are usually represented by complex amplitudes, i.e., the so-called phasors.
As an example consider the electric field vector

e�t� = �E� cos��t + ��	 (1.24)

where �E� is the amplitude and � is the phase. Defining the complex amplitude
of e(t) by

E = �E�ej�	 (1.25)

Eq. (1.24) can be written as

e�t� = Re�Eej�t�� (1.26)

We will often represent e(t) by

e�t� = Eej�t (1.27)

instead of by Eq. (1.24) or (1.26). This expression is not strictly correct, so
when we use this phasor expression we should keep in mind that what is meant
by Eq. (1.27) is the real part of Eej�t. In most mathematical manipulations,
such as addition, subtraction, differentiation and integration, the replacement of
Eq. (1.26) by the complex form (1.27) poses no problems. However, we should
be careful in the manipulations that involve the product of sinusoidal functions.
In these cases we must use the real form of the function (1.24) or complex
conjugates [see Eqs. (1.42)].

When we consider an electromagnetic wave having angular frequency � and
propagating in the z direction with propagation constant �, the electric and
magnetic fields can be expressed as

e = E�r�ej��t−�z�	 (1.28)

h = H�r�ej��t−�z�� (1.29)
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where r denotes the position in the plane transverse to the z-axis. Substituting
Eqs. (1.28) and (1.29) into Eqs. (1.17) and (1.18), the following set of equations
are obtained in Cartesian coordinates:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

�Ez

�y
+ j�Ey = −j��0Hx

−j�Ex − �Ez

�x
= −j��0Hy

�Ey

�x
− �Ex

�y
= −j��0Hz

�Hz

�y
+ j�Hy = j��0n

2Ex

−j�Hx − �Hz

�x
= j��0n

2Ey

�Hy

�x
− �Hx

�y
= j��0n

2Ez�

(1.30)

The foregoing equations are the bases for the analysis of slab and rectangular
waveguides.

For the analysis of wave propagation in optical fibers, which are axially
symmetric, Maxwell’s equations are written in terms of cylindrical coordinates:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1
r

�Ez

��
+ j�E� = −j��0Hr

−j�Er − �Ez

�r
= −j��0H�

1
r

�

�r
�rE�� − 1

r

�Er

��
= −j��0Hz

1
r

�Hz

��
+ j�H� = j��0n

2Er

−j�Hr − �Hz

�r
= j��0n

2E�

1
r

�

�r
�rH�� − 1

r

�Hr

��
= j��0n

2Ez�

(1.31)

Maxwell’s Eqs. (1.30) or (1.31) do not determine the electromagnetic field
completely. Out of the infinite possibilities of solutions of Maxwell’s equations,
we must select those that also satisfy the boundary conditions of the respective
problem. The most common type of boundary condition occurs when there are
discontinuities in the dielectric constant (refractive index), as shown in Fig. 1.1.
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At the boundary the tangential components of the electric field and magnetic
field should satisfy the conditions

E
�1�
t = E

�2�
t (1.32)

H
�1�
t = H

�2�
t 	 (1.33)

where the subscript t denotes the tangential components to the boundary and
the superscripts (1) and (2) indicate the medium, respectively. Equations (1.32)
and (1.33) mean that the tangential components of the electromagnetic fields
must be continuous at the boundary. There are also natural boundary conditions
that require the electromagnetic fields to be zero at infinity.

1.4. PROPAGATING POWER

Consider Gauss’s theorem (see Section 10.1) for vector A in an arbitrary
volume V

∫∫∫

V

� · A dv =
∫∫

S

A · n ds	 (1.34)

where n is the outward-directed unit vector normal to the surface S enclosing
V and dv and ds are the differential volume and surface elements, respectively.
When we set A = e × h in Eq. (1.34) and use the vector identity

� · �e × h� = h · � × e − e · � × h	 (1.35)

we obtain the following equation for electromagnetic fields:

∫∫∫

V

�h · � × e − e · � × h�dv =
∫∫

S

�e × h� · n ds� (1.36)

Substituting Eqs. (1.17) and (1.18) into Eq. (1.36) results in

∫∫∫

V

(
�e · �e

�t
+ �h · �h

�t

)
dv = −

∫∫

S

�e × h� · n ds� (1.37)

The first term in Eq. (1.37)

�e · �e
�t

= �

�t

(�

2
e · e

)
≡ �We

�t
	 (1.38)
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represents the rate of increase of the electric stored energy We and the second term

�h · �h
�t

= �

�t

(�

2
h · h

)
≡ �Wh

�t
	 (1.39)

represents the rate of increase of the magnetic stored energy Wh, respectively.
Therefore, the left-hand side of Eq. (1.37) gives the rate of increase of the
electromagnetic stored energy in the whole volume V ; in other words, it repre-
sents the total power flow into the volume bounded by S. When we replace the
outward-directed unit vector n by the inward-directed unit vector uz�=−n�, the
total power flowing into the volume through surface S is expressed by

P =
∫∫

S

−�e × h� · n ds =
∫∫

S

�e × h� · uz ds� (1.40)

Equation (1.40) means that e × h is the vector representing the power flow,
and its normal component to the surface �e × h� · uz gives the amount of power
flowing through unit surface area. Therefore, vector e × h represents the power-
flow density, and

S = e × h�W/m2� (1.41)

is called the Poynting vector. In this equation, e and h denote instantaneous
fields as functions of time t. Let us obtain the average power-flow density in an
alternating field. The complex electric and magnetic fields can be expressed by

e�t� = Re�Eej�t� = 1
2

�Eej�t + E∗e−j�t�	 (1.42a)

h�t� = Re�Hej�t� = 1
2

�Hej�t + H∗e−j�t�	 (1.42b)

where ∗ denotes the complex conjugate. The time average of the normal com-
ponent of the Poynting vector is then obtained as

�S · uz	 = ��e × h� · uz	
= 1

4
���Eej�t + E∗e−j�t� × �Hej�t + H∗e−j�t�� · uz	

= 1
4

�E × H∗ + E∗ × H� · uz = 1
2

Re��E × H∗� · uz�	 (1.43)

where �	 denotes a time average. Then the time average of the power flow is
given by

P =
∫∫

S

1
2

Re��E × H∗� · uz�ds� (1.44)
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Since E × H∗ often becomes real in the analysis of optical waveguides, the time
average propagation power in Eq. (1.44) is expressed by

P =
∫∫

S

1
2

�E × H∗� · uz ds� (1.45)
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Chapter 2

Planar Optical Waveguides

Planar optical waveguides are the key devices to construct integrated optical
circuits and semiconductor lasers. Generally, rectangular waveguides consist of a
square or rectangular core surrounded by a cladding with lower refractive index
than that of the core. Three-dimensional analysis is necessary to investigate the
transmission characteristics of rectangular waveguides. However, rigorous three-
dimensional analysis usually requires numerical calculations and does not always
give a clear insight into the problem. Therefore, this chapter first describes two-
dimensional slab waveguides to acquire a fundamental understanding of optical
waveguides. Then several analytical approximations are presented to analyze
the three-dimensional rectangular waveguides. Although these are approximate
methods, the essential lightwave transmission mechanism in rectangular waveg-
uides can be fully investigated. The rigorous treatment of three-dimensional rect-
angular waveguides by the finite element method will be presented in Chapter 6.

2.1. SLAB WAVEGUIDES

2.1.1. Derivation of Basic Equations

In this section, the wave analysis is described for the slab waveguide (Fig. 2.1)
whose propagation characteristics have been explained [1–3]. Taking into
account the fact that we treat dielectric optical waveguides, we set permittivity
and permeability as �=�0n

2 and �=�0 in the Maxwell’s Eq. (1.17) and (1.18) as

� × Ẽ = −�0

�H̃
�t
� (2.1a)

13
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Figure 2.1 Slab optical waveguide.

� × H̃ = �0n
2 �Ẽ
�t
� (2.1b)

where n is the refractive index. We are interested in plane-wave propagation in
the form of

Ẽ = E�x� y�ej�	t−
z�� (2.2a)

H̃ = H�x� y�ej�	t−
z�� (2.2b)

Substituting Eqs. (2.2a) and (2.2b) into Eqs. (2.1a) and (2.1b), we obtain the
following set of equations for the electromagnetic field components:

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

�Ez
�y

+ j
Ey = −j	�0Hx

−j
Ex − �Ez
�x

= −j	�0Hy

�Ey

�x
− �Ex

�y
= −j	�0Hz

(2.3)

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

�Hz

�y
+ j
Hy = j	�0n

2Ex

−j
Hx − �Hz

�x
= j	�0n

2Ey

�Hy

�x
− �Hx

�y
= j	�0n

2Ez�

(2.4)

In the slab waveguide, as shown in Fig. 2.1, electromagnetic fields E and H do
not have y-axis dependency. Therefore, we set �E/�y=0 and �H/�y=0. Putting
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these relations into Eqs. (2.3) and (2.4), two independent electromagnetic modes
are obtained, which are denoted as TE mode and TM mode, respectively.
TE mode satisfies the following wave equation:

d2Ey

dx2
+ �k2n2 −
2�Ey = 0� (2.5a)

where

Hx = − 


	�0

Ey� (2.5b)

Hz =
j

	�0

dEy

dx
� (2.5c)

and

Ex =Ez =Hy = 0� (2.5d)

Also the tangential components Ey andHz should be continuous at the boundaries
of two different media. As shown in Eq. (2.5d) the electric field component
along the z-axis is zero �Ez = 0�. Since the electric field lies in the plane that
is perpendicular to the z-axis, this electromagnetic field distribution is called
transverse electric (TE) mode.

The TM mode satisfies the following wave equation:

d

dx

(
1
n2

dHy

dx

)
+
(
k2 − 
2

n2

)
Hy = 0� (2.6a)

where

Ex = 


	�0n
2
Hy� (2.6b)

Ez = − j

	�0n
2

dHy

dx
� (2.6c)

Ey =Hx =Hz = 0� (2.6d)

As shown in Eq. (2.6d) the magnetic field component along the z-axis is
zero �Hz = 0�. Since the magnetic field lies in the plane that is perpendicular
to the z-axis, this electromagnetic field distribution is called transverse mag-
netic (TM) mode.
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2.1.2. Dispersion Equations for TE and TM Modes

Propagation constants and electromagnetic fields for TE and TM modes can
be obtained by solving Eq. (2.5) or (2.6). Here the derivation method to cal-
culate the dispersion equation (also called the eigenvalue equation) and the
electromagnetic field distributions is given. We consider the slab waveguide
with uniform refractive-index profile in the core, as shown in Fig. 2.2. Con-
sidering the fact that the guided electromagnetic fields are confined in the
core and exponentially decay in the cladding, the electric field distribution is
expressed as

Ey =

⎧
⎪⎨

⎪⎩

A cos��a−
�e−��x−a� �x>a�

A cos��x−
� �−a� x� a�

A cos��a+
�e��x+a� �x<−a��
(2.7)

where ���, and � are wavenumbers along the x-axis in the core and cladding
regions and are given by

⎧
⎪⎪⎨

⎪⎪⎩

�=√
k2n2

1 −
2

�=√

2 − k2n2

0

�=√

2 − k2n2

s �

(2.8)

The electric field component Ey in Eq. (2.7) is continuous at the boundaries
of core–cladding interfaces �x=±a�. There is another boundary condition, that
the magnetic field component Hz should be continuous at the boundaries. Hz

is given by Eq. (2.5c). Neglecting the terms independent of x, the boundary

Figure 2.2 Refractive-index profile of slab waveguide.
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condition for Hz is treated by the continuity condition of dEy/dx as

dEy

dx
=

⎧
⎪⎨

⎪⎩

−�A cos��a−
�e−��x−a� �x>a�

−�A sin��x−
� �−a� x� a�

�A cos��a+
�e��x+a� �x<−a��
(2.9)

From the conditions that dEy/dx are continuous at x=±a, the following equa-
tions are obtained:

{
�A sin��a+
�= �A cos��a+
�

�A cos��a−
�= �A sin��a−
��

Eliminating the constant A, we have

tan�u+
�= w

u
� (2.10a)

tan�u−
�= w′

u
� (2.10b)

where
⎧
⎪⎨

⎪⎩

u= �a

w= �a

w′ =�a�

(2.11)

From Eqs. (2.10) we obtain the eigenvalue equations as

u= m�

2
+ 1

2
tan−1

(w
u

)
+ 1

2
tan−1

(
w′

u

)
�m= 0�1�2� � � � � (2.12)


= m�

2
+ 1

2
tan−1

(w
u

)
− 1

2
tan−1

(
w′

u

)
� (2.13)

The normalized transverse wavenumbers u�w and w′ are not independent. Using
Eqs. (2.8) and (2.11) it is known that they are related by the following equations:

u2 +w2 = k2a2�n2
1 − n2

s �≡ v2� (2.14)

w′ =√
�v2 +w2� (2.15a)

�= n2
s − n2

0

n2
1 − n2

s

(2.15b)
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where v is the normalized frequency, defined as Eq. (1.15) and � is a measure
of the asymmetry of the cladding refractive indices. Once the wavelength of the
light signal and the geometrical parameters of the waveguide are determined,
the normalized frequency v and � are determined. Therefore u�w�w′ and 

are given by solving the eigenvalue equations Eqs. (2.12) and (2.13) under the
constraints of Eqs. (2.14)–(2.15). In the asymmetrical waveguide �ns > n0� as
shown in Fig. 2.2, the higher refractive index ns is used as the cladding refractive
index, which is adopted for the definition of the normalized frequency v. It is
preferable to use the higher refractive index ns because the cutoff conditions
are determined when the normalized propagation constant 
/k coincides with
the higher cladding refractive index. Equations (2.12), (2.14) and (2.15) are the
dispersion equations or eigenvalue equations for the TEm modes. When the wave-
length of the light signal and the geometrical parameters of the waveguide are
determined—in other words, when the normalized frequency v and asymmetrical
parameter � are determined—the propagation constant 
 can be determined from
these equations. As is known from Fig. 2.2 or Eqs. (2.7) and (2.8), the transverse
wavenumber � should be a real number for the main part of the optical field to
be confined in the core region. Then the following condition should be satisfied:

ns �



k
� n1� (2.16)


/k is a dimensionless value and is a refractive index itself for the plane wave.
Therefore it is called the effective index and is usually expressed as

ne =



k
� (2.17)

When ne < ns, the electromagnetic field in the cladding becomes oscillatory
along the transverse direction; that is, the field is dissipated as the radiation
mode. Since the condition 
= kns represents the critical condition under which
the field is cut off and becomes the nonguided mode (radiation mode), it is called
as cutoff condition. Here we introduce a new parameter, which is defined by

b= n2
e − n2

s

n2
1 − n2

s

� (2.18)

Then the conditions for the guided modes are expressed, from Eqs. (2.16)
and (2.17), by

0� b� 1� (2.19)

and the cutoff condition is expressed as

b= 0� (2.20)
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b is called the normalized propagation constant. Rewriting the dispersion
Eq. (2.12) by using the normalized frequency v and the normalized propagation
constant b, we obtain

2v
√

1 − b=m�+ tan−1

√
b

1 − b
+ tan−1

√
b+ �

1 − b
� (2.21)

Also Eq. (2.8) is rewritten as

⎧
⎪⎨

⎪⎩

u= v
√

1 − b

w= v
√
b

w′ = v
√
b+ ��

(2.22)

For the symmetrical waveguides with n0 =ns, we have �= 0 and the dispersion
Eqs. (2.12) and (2.13) are reduced to

u= m�

2
+ tan−1

(w
u

)
� (2.23a)


= m�

2
� (2.23b)

Equation (2.23a) is also expressed by

w= u tan
(
u− m�

2

)
� (2.24)

or

v
√

1 − b= m�

2
+ tan−1

√
b

1 − b
� (2.25)

If we notice that the transverse wavenumber kn1a sin
 in Eq. (1.12) can be
expressed by using the present parameters as u=�a=kn1a sin
, then Eq. (1.12)
coincides completely with Eq. (2.24).

2.1.3. Computation of Propagation Constant

First the graphical method to obtain qualitatively obtain the propagation
constant of the symmetrical slab waveguide is shown, and then the quantitative
numerical method to calculate accurately the propagation constant is described.
The relationship between u and w for the symmetrical slab waveguide, which
is shown in Eq. (2.24), is plotted in Fig. 2.3. Transverse wavenumbers u and
w should satisfy Eq. (2.14) for a given normalized frequency v. This relation is
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Figure 2.3 u–w relationship in slab waveguide.

also plotted in Fig. 2.3 for the case of v=4 as the semicircle with the radius of 4.
The solutions of the dispersion equation are then given as the crossing points in
Fig. 2.3. For example, the transverse wavenumbers u and w for the fundamental
mode are given by the crossing point of the curve tangential with m= 0 and
the semicircle. The propagation constant (or eigenvalue) 
 is then obtained by
using Eqs. (2.8) and (2.11). In Fig. 2.3, there is only one crossing point for the
case of v<�/2. This means that the propagation mode is the only one when the
waveguide structure and the wavelength of light satisfy the inequality v<�/2.
The value of vc = �/2 then gives the critical point at which the higher-order
modes are cut off in the symmetrical slab waveguide. vc is called the cutoff
normalized frequency, which is obtained from the cutoff condition for the m= 1
mode,

⎧
⎨

⎩

b=w= 0 (2.26a)

u= v= �

2
� (2.26b)

where Eqs. (2.20) and (2.22) have been used. Generally, the cutoff v-value for
the TE mode is given by Eq. (2.21) as

vc�TE = m�

2
+ 1

2
tan−1 √

�� (2.27)
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and that for the TM mode is given by Eq. (2.38) (explained in Section 2.1.5) as

vc�TM = m�

2
+ 1

2
tan−1

(
n2

1

n2
0

√
�

)
� (2.28)

A qualitative value can be obtained by this graphical solution for the dispersion
equation. However, in order to obtain accurate solution of the dispersion equation,
we should rely on the numerical method. Here, we show the numerical treatment
for the symmetrical slab waveguide so as to compare with the previous graphical
method. We first rewrite the dispersion Eq. (2.25) in the following form:

f�v�m�b�= v
√

1 − b− m�

2
− tan−1

√
b

1 − b
= 0� (2.29)

Figure 2.4 shows the plot of f�v�m�b� for v= 4. The b-value at which f = 0
gives the normalized propagation constant b for the given v-value. The solution
of Eq. (2.29) is obtained by the Newton–Raphson method or the bisection method
or the like. Here, the subroutine program of the most simple bisection method
is shown in Fig. 2.5.

The normalized propagation constant b is calculated for each normalized
frequency v. Figure 2.6 shows the v–b relationship, which is called dispersion

Figure 2.4 Plot of f�v�m�b� for the calculation of the eigenvalue.
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Figure 2.5 Subroutine program of the bisection method to calculate the eigenvalue.

curve, for TE mode. The mode number is expressed by the subscript m, such as
TEm or TMm mode. The parameter in Fig. 2.6 is the measure of asymmetry �.
It is known that there is no cutoff for the lowest TE0 mode in the symmetrical
waveguide ��= 0�. On the other hand, cutoff exists for the TE0 mode in the
asymmetrical waveguide �� �= 0�.

2.1.4. Electric Field Distribution

Once the eigenvalue of the waveguide is obtained, the electric field distri-
bution given by Eq. (2.7) is determined except for the arbitrary constant A.
Constant A is determined when we specify the optical power P carried by the
waveguide. Power P is expressed, by using Eq. (1.45) as

P=
∫ 1

0
dy
∫ �

−�
1
2
�E × H∗� · uz dx=

∫ �

−�
1
2
�ExH

∗
y −EyH

∗
x �dx� (2.30)
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Figure 2.6 Dispersion curves for the TE modes in the slab waveguide.

For the TE mode we can rewrite Eq. (2.30), by using Eqs. (2.5) as

P= 


2	�0

∫ �

−�
�Ey�2 dx� (2.31)

Substituting Eq. (2.7) into (2.31) we obtain power fraction in core, substrate,
and cladding regions, respectively, as

Pcore = 
aA2

2	�0

{

1 + sin2�u+
�

2w
+ sin2�u−
�

2w′

}

�−a� x� a� (2.32a)

Psub = 
aA2

2	�0

cos2�u+
�

2w
�x�−a� (2.32b)

Pclad = 
aA2

2	�0

cos2�u−
�

2w′ �x>a�� (2.32c)

For the calculation of Eq. (2.32a) we use Eq. (2.10). The total power P is then
given by

P=Pcore +Psub +Pclad = 
aA2

2	�0

{
1 + 1

2w
+ 1

2w′

}
� (2.33)
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Here the constant A is determined by

A=
√

2	�0P


a�1 + 1/2w+ 1/2w′�
� (2.34)

Figure 2.7 shows the electric field distributions of the TE mode for v =
4 in the waveguide with n1 = 3�38� ns = 3�17� n0 = 1�0�� = 6�6�. The power

Figure 2.7 Electric field distributions in the slab waveguide.
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confinement factor in the core is important to calculate the threshold current
density Jth of semiconductor lasers [4]. The confinement factor is calculated by
using Eqs. (2.32) and (2.33) as

� = Pcore

P
=

1 + sin2�u+
�

2w
+ sin2�u−
�

2w′

1 + 1
2w

+ 1
2w′

� (2.35)

The power-confinement factor � and the ratio to the core width 2a/� for the
fundamental mode are shown in Fig. 2.8. The vertical lines in the figure express
the single mode core width.

2.1.5. Dispersion Equation for TM Mode

Based on Eq. (2.6), the dispersion equation for the TM mode is obtained in
a similar manner to that of the TE mode. We first express the magnetic field

Figure 2.8 Power-confinement factor of the symmetrical slab waveguide.
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distribution Hy as

Hy =

⎧
⎪⎨

⎪⎩

A cos��a−
�e−��x−a� �x>a�

A cos��x−
� �−a� x� a�

A cos��a+
�e��x+a� �x<−a��
(2.36)

Applying the boundary conditions thatHy and Ez should be continuous at x=±a,
the following dispersion equation is obtained:

u= m�

2
+ 1

2
tan−1

(
n2

1w

n2
s u

)
+ 1

2
tan−1

(
n2

1w
′

n2
0u

)
� (2.37)

Rewriting the above equation by using the normalized frequency v and the
normalized propagation constant b, it reduces to

2v
√

1 − b=m�+ tan−1

(
n2

1

n2
s

√
b

1 − b

)

+ tan−1

(
n2

1

n2
0

√
b+ �

1 − b

)

� (2.38)

The dispersion curve of the TM modes in the waveguide with n1 = 3�38� ns =
n0 = 3�17��= 0� are shown in Fig. 2.9 and compared with those for the TE

Figure 2.9 Dispersion curves of TE and TM modes in the slab waveguide.
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modes. It is known that the normalized propagation constant b for the TM mode
is smaller than that for the TE mode with respect to the same v. That means the
TE mode is slightly better confined in the core than the TM mode. The power
carried by the TM mode is obtained, from Eqs. (2.6) and (2.30) by

P= 


2	�0

∫ �

−�
1
n2

�Hy�2 dx� (2.39)

2.2. RECTANGULAR WAVEGUIDES

2.2.1. Basic Equations

In this section the analytical method, which was proposed by Marcatili [5],
to deal with the three-dimensional optical waveguide, as shown in Fig. 2.10, is
described. The important assumption of this method is that the electromagnetic
field in the shaded area in Fig. 2.10 can be neglected since the electromagnetic
field of the well-guided mode decays quite rapidly in the cladding region. Then
we do not impose the boundary conditions for the electromagnetic field in the
shaded area.

Figure 2.10 Three-dimensional rectangular waveguide.
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We first consider the electromagnetic mode in which Ex and Hy are pre-
dominant. According to Marcatili’s treatment, we set Hx = 0 in Eqs. (2.3)
and (2.4). Then the wave equation and electromagnetic field representation are
obtained as

�2Hy

�x2
+ �2Hy

�y2
+ �k2n2 −
2�Hy = 0� (2.40)

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Hx = 0

Ex = 	�0



Hy + 1

	�0n
2


�2Hy

�x2

Ey = 1
	�0n

2


�2Hy

�x�y

Ez =
−j
	�0n

2

�Hy

�x

Hz =
−j



�Hy

�y
�

(2.41)

On the other hand, we set Hy = 0 in Eqs. (2.3) and (2.4) to consider the
electromagnetic field in which Ey and Hx are predominant. The wave equation
and electromagnetic field representation are given by

�2Hx

�x2
+ �2Hx

�y2
+ �k2n2 −
2�Hx = 0� (2.42)

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Hy = 0

Ex = − 1
	�0n

2


�2Hx

�x�y

Ey = −	�0



Hx − 1

	�0n
2


�2Hx

�y2

Ez =
j

	�0n
2

�Hx

�y

Hz =
−j



�Hx

�x
�

(2.43)

The modes in Eqs. (2.40) and (2.41) are described as Ex
pq (p and q are

integers) since Ex and Hy are the dominant electromagnetic fields. On the other
hand, the modes in Eqs. (2.42) and (2.43) are called Ey

pq since Ey and Hx are the
dominant electromagnetic fields. In the following section, the solution method
of the dispersion equation for the Ex

pq mode is described in detail, and only the
results are shown for the Ey

pq mode.
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2.2.2. Dispersion Equations for Ex
pq and Ey

pq Modes

Since the rectangular waveguide shown in Fig. 2.10 is symmetrical with
respect to the x- and y-axes, we analyze only regions 1©– 3©. We first express
the solution fields, which satisfy the wave equation (2.40), as

Hy =

⎧
⎪⎨

⎪⎩

A cos�kxx−
� cos�kyy−�� region 1©
A cos�kxa−
�e−�x�x−a� cos�kyy−�� region 2©
A cos�kxx−
�e−�y�y−d� cos�kyd−�� region 3©

(2.44)

where the transverse wavenumbers kx� ky� �x, and �y and the optical phases 

and � are given by

⎧
⎪⎨

⎪⎩

−k2
x − k2

y + k2n2
1 −
2 = 0 region 1©

�2
x − k2

y + k2n2
0 −
2 = 0 region 2©

−k2
x + �2

y + k2n2
0 −
2 = 0 region 3©

(2.45)

and
⎧
⎪⎨

⎪⎩


= �p− 1�
�

2
�p= 1�2� � � � �

�= �q− 1�
�

2
�q= 1�2� � � � ��

(2.46)

We should note here that the integers p and q start from 1 because we follow the
mode definition by Marcatili. To the contrary the mode number m in Eq. (2.12)
for the slab waveguides starts from zero. By the conventional mode definition,
the lowest mode in the slab waveguide is the TEm=0 mode (Fig. 2.7(a)) which
has one electric field peak. On the other hand, the lowest mode in the rectangular
waveguides is Ex

p=1�q=1 or Ey
p=1�q=1 mode (Fig. 2.11) which has only one electric

field peak along both x- and y-axis directions. Therefore in the mode definition
by Marcatili, integers p and q represent the number of local electric field peaks
along the x- and y-axis directions.

When we apply the boundary conditions that the electric field Ez ∝
�1/n2��Hy/�x should be continuous at x=a and the magnetic field Hz ∝ �Hy/�y
should be continuous at y=d, we obtain the following dispersion equations:

kxa= �p− 1�
�

2
+ tan−1

(
n2

1�x
n2

0kx

)
� (2.47a)

kyd= �q− 1�
�

2
+ tan−1

(
�y

ky

)
� (2.47b)
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Figure 2.11 Mode definitions and electric field distributions in Marcatili’s method.

Transversal wavenumbers kx� ky� �x, and �y are related, by Eq. (2.45) as

�2
x = k2�n2

1 − n2
0�− k2

x� (2.48)

�2
y = k2�n2

1 − n2
0�− k2

y� (2.49)

kx is obtained from Eqs. (2.47a) and (2.48), and ky is determined from Eqs. (2.47b)
and (2.49), respectively. The propagation constant 
 is then obtained from


2 = k2n2
1 − �k2

x + k2
y�� (2.50)

In order to calculate the dispersion equation for the Ey
pq mode, we express the

magnetic field Hx as

Hx =

⎧
⎪⎨

⎪⎩

A cos�kx x−
� cos�kyy−�� region 1©
A cos�kx a−
�e−�x�x−a� cos�kyy−�� region 2©
A cos�kx x−
�e−�y�y−d� cos�kyd−�� region 3©

(2.51)
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Applying the boundary conditions that the magnetic field Hz∝�Hx/�x should be
continuous at x=a and the electric field Ez∝�1/n2��Hx/�y should be continuous
at y=d, we obtain the following dispersion equations

kxa= �p− 1�
�

2
+ tan−1

(
�x
kx

)
� (2.52)

kyd= �q− 1�
�

2
+ tan−1

(
n2

1�y

n2
0ky

)
� (2.53)

2.2.3. Kumar’s Method

In Marcatili’s method, electromagnetic fields and the boundary conditions in
the shaded area in Fig. 2.10 are not strictly satisfied. In other words, the hybrid
modes in the rectangular waveguides are approximately analyzed by separating
into two independent slab waveguides as shown in Fig. 2.12. It is well understood
when we compare the dispersion Eqs. (2.47a) and (2.47b) for the Ex

pq mode with
the slab dispersion Eqs. (2.12) and (2.37). Equation (2.47a) corresponds to the
TM mode dispersion equation of the symmetric slab waveguide [Fig. 2.12(b)],
and Eq. (2.47b) corresponds to the TE mode dispersion equation [Fig. 2.12(c)],
respectively.

Kumar et al. proposed an improvement of accuracy for the Marcatili’s method
by taking into account the contribution of the fields in the shaded area in Fig. 2.10
[6]. We call this method this Kumar’s method and describe an example of it by
analyzing the Ex

pq mode in rectangular waveguides.
In Kumar’s method, the refractive-index distribution of the rectangular wave-

guide is expressed by

n2�x� y�=N 2
x �x�+N 2

y �y�+O�n2
1 − n2

0�� (2.54)

Figure 2.12 Rectangular waveguide and its equivalent, two independent slab waveguides, in
Marcatili’s method.
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where

N 2
x �x�=

{
n2

1/2 �x�� a

n2
0 − n2

1/2 �x�>a (2.55a)

N 2
y �y�=

{
n2

1/2 �y��d

n2
0 − n2

1/2 �y�>d� (2.55b)

The refractive-index distribution that is expressed by Eqs. (2.54) and (2.55) is
shown in Fig. 2.13. Generally, the refractive-index difference between core and
cladding is quite small �n1 ≈n0� and then we have O�n2

1 −n2
0�≈ 0 in Eq. (2.54).

Also the refractive index in the shaded area is approximated as
√

2n2
0 − n2

1 ≈ n0� (2.56)

Therefore it is known that the refractive index expressed by Eqs. (2.54) and (2.55)
approximates quite well the actual refractive-index distribution of the rectangular
waveguide. Although the approximation is good, there still remains the small
difference in the refractive-index expression of Eq. (2.54) for the shaded area

Figure 2.13 Refractive-index profile in Kumar’s method.
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from the actual value. In the present method, the correction is made by using
the perturbation method as shown in the following.

We first express the solution of the wave Eq. (2.40) for the Ex
pq mode, by

using the separation of variables, as

Hy�x� y�=X�x�Y�y�� (2.57)

Substituting Eqs. (2.54) and (2.57) into (2.40), the wave equation reduces to

d2X

dx2
Y +X

d2Y

dy2
+ [

k2�N 2
x +N 2

y �−
2
]
XY = 0� (2.58)

where small quantities of the order of O�n2
1 −n2

0� have been neglected. Dividing
Eq. (2.58) by XY, it can be separated into two terms: one is dependent on variable
x and the other is dependent on variable y, respectively, as

1

X

d2X

dx2
+ k2N 2

x �x�+
1
Y

d2Y

dy2
+ k2N 2

y �x�=
2� (2.59)

The necessary conditions for Eq. (2.59) to be satisfied for arbitrary values of x
and y are

1

X

d2X

dx2
+ k2N 2

x �x�= 
2
x� (2.60a)

1
Y

d2Y

dy2
+ k2N 2

y �y�= 
2
y� (2.60b)

where 
x and 
y are constants that are independent from x and y. We then have
two independent wave equations as

d2X

dx2
+ [

k2N 2
x �x�−
2

x

]
X�x�= 0� (2.61a)

d2Y

dy2
+ [

k2N 2
y �y�−
2

y

]
Y�y�= 0� (2.61b)

From Eqs. (2.59) and (2.60) we can derive an equation to determine the propa-
gation constant:


2 =
2
x +
2

y� (2.62)

The solution fields of Eqs. (2.61a) and (2.61b) are expressed in a similar manner
as previously in Section 2.2.2 by

X�x�=
{
A cos�kxx−
� �0� x� a�

A cos�kxa−
�e−�x�x−a� �x>a�
(2.63)
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Y�y�=
{
B cos�kyy−�� �0� y�d�

B cos�kyd−��e−�y�y−d� �y>d��
(2.64)

where only the first quadrant is considered due to the symmetry of the waveguide,
and transverse wavenumbers kx��x� ky, and �y are related with 
x and 
y by

�2
x = k2�n2

1 − n2
0�− k2

x� (2.65a)

�2
y = k2�n2

1 − n2
0�− k2

y� (2.65b)


2
x = k2n2

1

2
− k2

x� (2.66a)


2
y = k2n2

1

2
− k2

y� (2.66b)

and optical phases are expressed by

⎧
⎪⎨

⎪⎩


= �p− 1�
�

2
�p= 1�2� � � � �

�= �q− 1�
�

2
�1 = 1�2� � � � ��

(2.67)

When we apply the boundary conditions that the electric field

Ez ∝ �1/n2��Hy/�x= �Y/n2�dX/dx

should be continuous at x= a and the magnetic field Hz ∝ �Hy/�y=XdY/dy
should be continuous at y=d, we obtain the following dispersion equations:

kxa= �p− 1�
�

2
+ tan−1

(
n2

1�x
n2

0kx

)
� (2.68)

kyd= �q− 1�
�

2
+ tan−1

(
�y

ky

)
� (2.69)

The propagation constant is obtained from Eqs. (2.62) and (2.66a), by


2 = k2n2
1 − �k2

x + k2
y�� (2.70)

Equation (2.68)–(2.70) for the dispersion and the propagation constant are known
to be the same as the Eqs. (2.47a), (2.47b) and (2.50) by the Marcatili’s method.
But in the present Kumar’s method, an improvement of the accuracy of the
propagation constant can be obtained by the perturbation method with respect to
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the shaded area in Fig. 2.13. We rewrite the refractive-index distribution for the
rectangular waveguide as

n2�x� y�=N 2
x �x�+N 2

y �y�+ � ·��x� y�� (2.71)

where � is a small quantity and � ·��x� y� denotes the perturbation term which
is expressed by

� ·��x� y�=
{
�n2

1 − n2
0� �x�>a and �y�>d

0 �x�� a or �y��d�
(2.72)

Generally the wave equation is expressed by

�2f + �k2n2 −
2�f = 0� (2.73)

where �2 = �2/�x2 + �2/�y2. The solution field f and the eigenvalue 
2 of the
above equation are expressed in the first-order perturbation form as

f = f0 + � · f1 (2.74)


2 = 
2
0 + � ·
2

1� (2.75)

Substituting Eqs. (2.74) and (2.75) into (2.73) and comparing the terms for each
order of �, the following equations are obtained:

�2f0 + �k2�N 2
x +N 2

y �−
2
0�f0 = 0� (2.76)

�2f1 + �k2�N 2
x +N 2

y �−
2
0�f1 + k2�f0 −
2

1f0 = 0� (2.77)

Here we consider the integral

∫∫
�Eq� �2�76�∗ · f1 − Eq� �2�77� · f ∗

0 � dxdy

in the region D. Then we have


2
1

∫∫

D

∣
∣
∣f0

∣
∣
∣
2

dxdy=
∫∫

D
�f ∗

0 �
2f1 − f1�

2f ∗
0 �dxdy+ k2

∫∫

D
� �f0�2 dxdy� (2.78)

The first term in the right-hand side of the above equation is rewritten, by using
Green’s theorem (refer to Chapter 10), as

∫∫

D
�f ∗

0 �
2f1 − f1�

2f ∗
0 � dxdy=

∮ [
f ∗

0

�f1

�n
− f1

�f ∗
0

�n

]
d�� (2.79)
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where �/�n represent the differentiation along the outside normal direction on
the periphery of the integration region, and

∮
d� represents the line integral along

the periphery. The line integral of Eq. (2.79) becomes zero when region D is
enlarged to infinity. Therefore we have


2
1 = k2

∫ �
−�

∫ �
−� ��x� y��f0�2 dxdy∫ �

−�
∫ �

−� �f0�2 dxdy
� (2.80)

Equation (2.73) corresponds to (2.40) and Eq. (2.76) corresponds to (2.58).
Then 
0 is the eigenvalue for the dispersion Eqs. (2.68)–(2.70) and f0�x� y�
is the field distribution given by Eqs. (2.57), (2.63) and (2.64). The eigen-
value which is given by the first-order perturbation is therefore expressed from
Eqs. (2.72), (2.75) and (2.80) by


2 = 
2
0 + k2

∫ �
−�

∫ �
−� � ·��x� y��X�x�Y�y��2 dxdy

∫ �
−�

∫ �
−� �X�x�Y�y��2 dxdy

= �k2n2
1 − k2

x − k2
y�+

k2�n2
1 − n2

0�
∫ �
a

�X�x��2dx ∫ �
d

�Y�y��2 dy
∫ �

0 �X�x��2 dx ∫ �
0 �Y�y��2 dy

= �k2n2
1 − k2

x − k2
y�+

k2�n2
1 − n2

0� cos2�kxa−
� cos2�kyd−��

�1 + �xa��1 + �yd�
� (2.81)

In the second term of Eq. (2.81), we approximated n2
0/n

2
1 ≈ 1. The normalized

propagation constant is obtained from Eqs. (2.17), (2.18) and (2.81) as

b= 1 − k2
x + k2

y

k2�n2
1 − n2

0�
+ cos2�kxa−
� cos2�kyd−��

�1 + �xa��1 + �yd�
� (2.82)

Figure 2.14 shows the dispersion curves for the rectangular waveguides with
core aspect ratios a/d= 1 and a/d= 2, which are calculated by using differ-
ent analysis methods for the scalar wave equations [6]. Analysis by the point
matching method [7] gives the most accurate value among four of the analyses
and is used as the standard for the comparison of accuracy. The effective index
method will be described in the following section. It is known from Fig. 2.14 that
Kumar’s method gives the more accurate results than Marcatili’s method. The
accuracy of the effective index method is almost the same as that of Marcatili’s
method; but the effective index method gives the larger estimation than the
accurate solution, whereas, Marcatili’s method gives the lower estimation than
the accurate solution, respectively. For practicality, however, the effective index
method is a very important method to analyze, for example, ridge waveguides
which require a numerical method such as the finite element method.
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Figure 2.14 Comparison of the dispersion curves calculated with different analytical meth-
ods.——Marcatili’s method [6];———Kumar’s method,� � � � � � ˙̇point matching method [7];———
effective index method. (After Ref. [6]).

2.2.4. Effective Index Method

The ridge waveguide, such as shown in Fig. 2.15, is difficult to analyze by
Marcatili’s method or Kumar’s method since the waveguide structure is too
complicated to deal with by the division of waveguide. In order to analyze
ridge waveguides, we should use numerical methods, such as the finite element
method and finite difference method. The effective index method [8]–[9] is an
analytical method applicable to complicated waveguides such as ridge wave-
guides and diffused waveguides in LiNbO3. In the following, the effective index
method of analysis is described, taking as example the Ex

pq mode in the ridge
waveguide.
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Figure 2.15 Ridge waveguide.

The wave equation for the Ex
pq mode is given by Eq. (2.40) as

�2Hy

�x2
+ �2Hy

�y2
+ �k2n2�x� y�−
2�Hy = 0� (2.83)

The basic assumption of the effective index method is that the electromagnetic
field can be expressed, with the separation of variables, as

Hy�x� y�=X�x�Y�y�� (2.84)

Therefore if the assumption of separation of variables are not accurate, due to
the waveguide structure or the wavelength of light, the accuracy of the method
itself becomes very poor. Substituting Eq. (2.84) into Eq. (2.83) and dividing it
by XY, we obtain

1

X

d2X

dx2
+ 1
Y

d2Y

dy2
+ �k2n2�x� y�−
2�= 0� (2.85)

Here we add to, and subtract from, Eq. (2.85) the y-independent value of k2n2
eff�x�

and separate the equation into two independent equations:

1
Y

d2Y

dy2
+ �k2n2�x� y�− k2n2

eff�x��= 0� (2.86a)

1
X

d2X

dx2
+ �k2n2

eff�x�−
2�= 0� (2.86b)
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Figure 2.16 Variation of the actual refractive-index profile n�x� y�.

neff�x� is called the effective index distribution. We first solve Eq. (2.86) and
determine the effective index distribution neff�x�. The variation of the actual
refractive-index profile n�x� y� is depicted in Fig. 2.16 where nr = ns and s
is the height of the rib, which takes the following values, depending on the
position x:

s=
{
h 0� �x�� a

t �x�>a� (2.87)

From the boundary condition that Hz ∝ �Hy/�y should be continuous at
y= 0�d and d+ s, we have the continuity condition for dY/dy at the foregoing
boundaries. The dispersion equations for the four-layer slab waveguide shown
in Fig. 2.16 is given by

sin��d− 2
�= sin��d�e−2��s+��� (2.88)

where the parameters are


= tan−1
(�
�

)
� (2.89a)

�= tanh−1

(
�

�

)
� (2.89b)

�= k
√
n2
c − n2

eff� (2.89c)

�= k
√
n2

eff − n2
s � (2.89d)

�= k
√
n2

eff − n2
a� (2.89e)
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Figure 2.17 Effective index distribution neff �x�.

The solution of Eq. (2.88) with s=h�0� �x��a� gives the effective index neff�h�
for 0� �x��a, and the solution of Eq. (2.88) with s= t��x�>a� gives the effec-
tive index neff�t� for �x�>a, respectively. Then the effective index distribution
neff�x� is obtained see Fig. 2.17. The solution of the wave equation (2.86b) is
calculated by solving the three-layer symmetrical slab waveguide. The boundary
condition is that Ez ∝ �1/n2��Hy/�x should be continuous at x= ±a. Therefore
�1/n2�X should be continuous at x= ±a. Under the above boundary condition,
the dispersion equation is obtained as

u tan�u�= n2
eff�h�

n2
eff�t�

w� (2.90)

where

u= ka

√

n2
eff�h�−

(



k

)2

� (2.91a)

w= ka

√(



k

)2

− n2
eff�t�� (2.91b)

The dispersion equations for the Ey
pq mode are obtained in the similar manner:

sin��d− 2
�= sin��d�e−2��s+��� (2.92)

u tan�u�=w� (2.93)

where


= tan−1

(
�n2

c

�n2
s

)
� (2.94a)

�= tanh−1

(
�n2

a

�n2
s

)
� (2.94b)
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2.3. RADIATION FIELD FROM WAVEGUIDE

The radiation field from an optical waveguide into free space propagates
divergently. The radiation field is different from the field in the waveguide.
Therefore it is important to know the profile of the radiation field for efficiently
coupling the light between two waveguides or between a waveguide and an
optical fiber. In this section, we describe the derivation of the radiation field
pattern from the rectangular waveguide.

2.3.1. Fresnel and Fraunhofer Regions

We consider the coordinate system shown in Fig. 2.18, where the endface of
the waveguide is located at z=0 and the electromagnetic field is radiated into the
free space with refractive index n. The electric field at the endface of the waveg-
uide is denoted by g�x0� y0�0� and the electric field distribution on the observation
plane at distance z is expressed as f�x� y� z�. By the Fresnel–Kirchhoff diffrac-
tion formula [10] (see Chapter 10), the radiation pattern f�x� y� z� is related to
the endface field g�x0� y0�0� as

f�x� y� z�= jkn

2�

∫ �

−�

∫ �

−�
g�x0� y0�0�

1
r
e−jknrdx0 dy0� (2.95)

where k is the free-space wavenumber k= 2�/� and the distance r between Q
and P is given by

r = [
�x− x0�

2 + �y− y0�
2 + z2

]1/2
� (2.96)

Figure 2.18 Coordinate system for the waveguide endface �z= 0� and obsevation plane �z= z�.
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When the distance of the observation plane z is very large compared with
�x− x0� and �y− y0�, Eq. (2.96) is approximated by

r = z

[
1 + �x− x0�

2 + �y− y0�
2

z2

]1/2

= z+ �x− x0�
2 + �y− y0�

2

2z
+ · · ·

= z+ x2 + y2

2z
− xx0 + yy0

z
+ x0

2 + y0
2

2z
+ · · · � (2.97)

The number of expansion terms to approximate r accurately depends on the
distance z between the endface of the waveguide and the observation plane.
Generally, the electromagnetic field in the waveguide is confined in a small
area of the order of 10�m. Therefore if z is larger than, for example, 1 mm,
any term higher than the fourth term in the right-hand side of Eq. (2.97) can be
neglected. The radiation field where this condition is satisfied is called the far-
field region or Fraunhofer region. On the other hand, when z is not so large, we
should take into account up to the fourth term in Eq. (2.97). The radiation field
in which this condition holds is called the near-field region or Fresnel region.
However, we should note that even the Fresnel approximation is not satisfied
in the region close to the waveguide endface. The fourth term in the extreme
right of Eq. (2.97) determines which approximation we should adopt. Generally
the contribution to knr by the fourth term, kn�x2

0 + y2
0�/2z determines whether

the Fresnel or Fraunhofer approximation should be used. The measure for the
judgment is kn�x0

2 + y0
2�/2z=�/2. If, for example, the optical field is confined

in the rectangular region with square core area D2, then kn�x0
2 + y0

2�/2z=�/2
at z= nD2/� and we have the criteria:

⎧
⎪⎪⎨

⎪⎪⎩

z>n
D2

�
Fraunhofer region

z<n
D2

�
Fresnel region.

(2.98)

When we apply the Fraunhofer approximation to r, Eq. (2.95) reduces to

f�x� y� z�= jkn

2�z
exp

{
−jkn

[
z+ x2 + y2

2z

]}

×
∫ �

−�

∫ �

−�
g�x0� y0�0� exp

{
jkn

�xx0 + yy0�

z

}
dx0 dy0� (2.99)

It is known from the above equation that the Fraunhofer pattern f�x� y� z� is
a spatial Fourier transformation of the field profile at the waveguide endface
g�x0� y0�0�.
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2.3.2. Radiation Pattern of Gaussian Beam

It has been described that the radiation pattern from the waveguide is
expressed by Eq. (2.95) or (2.99). The accurate electromagnetic field distribu-
tion in the rectangular waveguide g�x0� y0�0� is determined numerically by, for
example, the finite element method, as described in Chapter 6. An analytical
method such as Marcatili’s method does not give the accurate field distribution,
especially for the cladding region. Even though the accuracy of the eigenvalue
is improved by Kumar’s method, the field distribution is not accurate since
Eq. (2.77) is difficult to solve to obtain the perturbation field f1. Therefore it is
not easy to calculate the radiation pattern from the rectangular waveguide ana-
lytically. Here we approximate the electric field distribution in the rectangular
waveguide by a Gaussian profile to obtain the radiation pattern analytically. The
Gaussian electric field profile in the waveguide is expressed by

g�x0� y0�0�=A exp
{
−
[
x2

0

w2
1

+ y2
0

w2
2

]}
� (2.100)

where w1 and w2 are the spot size of the field (the position at which electric
field �g� becomes 1/e to the peak value) along the x0- and y0-axis directions,
respectively, and A is a constant. Substituting Eq. (2.97) and (2.100) into (2.95)
we obtain

f�x� y� z�= jkn

2�z

∫ �

−�

∫ �

−�
g�x0� y0�0�

× exp
{
−jkn

[
z+ �x− x0�

2 + �y− y0�
2

2z

]}
dx0 dy0

= jkn

2�z
Ae−jknz

∫ �

−�
exp

{
− x2

0

w2
1

− j
kn

2n
�x− x0�

2

}
dx0

×
∫ �

−�
exp

{
− y2

0

w2
2

− j
kn

2z
�y− y0�

2

}
dy0� (2.101)

where the Fresnel approximation to r has been used. Since the integral in
Eq. (2.101) for x0 and y0 has the same form, detailed calculation only for x0 will
be described. When we define the parameter p as

p= 1

w2
1

+ j
�n

�z
� (2.102)
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the integral with respect to x0 in Eq. (2.101) becomes
∫ �

−�
exp

{
− x2

0

w2
1

− j
kn

2z
�x− x0�

2

}
dx0

= exp
{
−j �n

�z
x2 − �2n2x2

p�2z2

}∫ �

−�
exp

{

−p
(
x0 − j

�nx

p�z

)2
}

dx0

=
√
�

p
exp

{
−j �n

�z
x2 − �2n2x2

p�2z2

}

=
√
�

p
exp

⎧
⎪⎪⎨

⎪⎪⎩
−j �nx

2

�

(
z− j

�nw2
1

�

)

(
z2 + �2n2w4

1

�2

)

⎫
⎪⎪⎬

⎪⎪⎭
� (2.103)

We further introduce new variables, whose physical meanings are explained
later, as

W1�z�=w1

√

1 +
(

�z

�nw2
1

)2

� (2.104a)

R1�z�= z

[

1 +
(
�nw2

1

�z

)2
]

� (2.104b)

�1�z�= tan−1

(
�z

�nw2
1

)
� (2.104c)

Parameter p of Eq. (2.102) can be rewritten by using (2.104) as

p= j
�nW1�z�

�zw1

e−j�1 � (2.105)

Substituting Eq. (2.105) into (2.103), Eq. (2.103) is finally expressed as
∫ �

�
exp

{
− x2

0

w2
1

− j
kn

2z
�x− x0�

2

}
dx0

=
√

�w1z

jnW1�z�
exp

{
−
[

1

W 2
1 �z�

+ jkn

2R1�z�

]
x2 + j

�1�z�

2

}
� (2.106)

Similarly, the integral with respect y0 in Eq. (2.101) is given by
∫ �

−�
exp

{
− y2

0

w2
2

− j
kn

2z
�y− y0�

2

}
dy0

=
√

�w2z

jnW2�z�
exp

{
−
[

1

W 2
2 �z�

+ jkn

2R2�z�

]
y2 + j

�2�z�

2

}
� (2.107)
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where the parameters W2�R2 and �2 are defined by

W2�z�=w2

√

1 +
(

�z

�nw2
2

)2

� (2.108a)

R2�z�= z

[

1 +
(
�nw2

2

�z

)2
]

� (2.108b)

�2�z�= tan−1

(
�z

�nw2
2

)
� (2.108c)

Substituting Eqs. (2.106) and (2.107) into (2.101), the radiation pattern from
the rectangular waveguide f�x� y� z� is expressed by

f�x� y� z�=
√
w1w2

W1W2

A exp
{
−
[
x2

W 2
1

+ y2

W 2
2

]

−jkn
[
x2

2R1

+ y2

2R2

+ z

]
+ j

��1 +�2�

2

}
� (2.109)

It is known from the above equation that W1�z� and W2�z� represent the spot
sizes of the radiation field, and R1�z� and R2�z� represent the radii of curvature
of the wavefronts, respectively. If the observation point P is sufficiently far
from the endface of the waveguide, and the following conditions z��nw2

1/�
and �nw2

2/� are satisfied in the Fraunhofer region, Eqs. (2.104) and (2.108) are
approximated as

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

W1�z��
�z

�nw1

W2�z��
�z

�nw2

R1�z��R2�z�� z�

(2.110)

In this Fraunhofer region, the divergence angles �1 (Fig. 2.19) and �2 of the
radiation field along the x- and y-axis directions are expressed by

�1 = tan−1

(
W1�z�

z

)
= tan−1

(
�

�nw1

)
� (2.111a)

�2 = tan−1

(
W2�z�

z

)
= tan−1

(
�

�nw2

)
� (2.111b)

Let us calculate the divergence angles of the radiation field from a semiconductor
laser diode operating at �=1�55�m and having the active-layer (core) refractive
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Figure 2.19 Variation of the spot size along x-axis direction, W1�z�.

index n1 = 3�5, cladding index n0 = 3�17, and core width and thickness of 2a=
1�5�m and 2d = 0�15�m, respectively. The electric field distribution of the
waveguide is calculated by using the finite element method waveguide analysis,
which will be described in Chapter 6, and is Gaussian fitted to obtain the spot
sizes w1 and w2 along x- and y-axis directions. Gaussian-fitted spot sizes w1

and w2 are

{
w1 = 0�88�m

w2 = 0�35�m�
(2.112)

The divergence angles �1 and �2 are then obtained, by Eqs. (2.111b) and
(2.112) as

{
�1 = 0�51 �rad��= 29�4 �degree�

�2 = 0�95 �rad��= 54�4 �degree��
(2.113)

It is known from the above result that the radiation field from the semiconductor
laser diode has an elliptic shape and the divergence angle along the thin active-
layer (y-axis direction) is much larger than that along the wide active-layer
direction (x-axis direction).

2.4. MULTIMODE INTERFERENCE (MMI) DEVICE

Multimode interference devices, based on self-imaging effect [11,12], are
very important integrated optical components which can perform many different
splitting and combining functions [13–16]. Figure 2.20 shows a schematic
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Figure 2.20 Schematic configuration of multimode interference (MMI) waveguide.

configuration of MMI waveguide. The key structure of an MMI device is a
waveguide designed to support a large number of modes. The width, thickness
and length of the multimode region are W , 2d and L, respectively. Single-mode
waveguide with core width 2a and thickness 2d is connected to the multi-
mode waveguide. Refractive indices of the core of single-mode and multimode
waveguides are equal to n1 and the refractive index of the cladding is n0.
Three-dimensional waveguide structure can be reduced to a two-dimensional
problem by using an effective index method. The effective index neff of the
core is calculated by solving the eigen-mode equation along y-axis. Figure 2.21
shows two-dimensional configuration of an MMI waveguide of core effective
index neff and cladding refractive index n0. Electric field in the multimode
waveguide is calculated by using Eqs. (2.7)–(2.15). Here waveguide parameters
n1, a and ns in Eqs. (2.7)–(2.15) are replaced by neff , W/2 and n0, respec-
tively. Then electric field profile for TEm mode in the multimode waveguide is
expressed by

Em
y �x� y�=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

Am cos
(
um + m�

2

)
exp

[
2wm

W

(
x+ W

2

)
− j
mz

] (
x<−W

2

)

Am cos
(

2um
W

x− m�

2

)
exp�−j
mz�

(
�x�� W

2

)

Am cos
(
um − m�

2

)
exp

[
−2wm

W

(
x− W

2

)
− j
mz

] (
x>

W

2

)
�

(2.114)
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Figure 2.21 Two-dimensional representation of an MMI waveguide.

where um and wm denote the transverse wavenumbers of the m-th mode in the
core and cladding and Am is constant. Transverse wavenumbers are obtained
from the eigenvalue equation as

wm = um tan
(
um − m�

2

)
(2.115)

and

u2
m +w2

m = k2

(
W

2

)2

�n2
eff − n2

0�≡ v2� (2.116)

When the core width W of MMI region is large, the normalized frequency v
also becomes large. It is known from Fig. 2.3 that when v becomes large, um
approaches um��m+ 1��/2. Then the propagation constant 
m is approximately
expressed as


m =
√
k2n2

eff − �2um/W�2 � kneff − �m+ 1�2�

4neffW
2
�� (2.117)

The total electric field in the MMI region is obtained by

��x� z�=
M∑

m=0

Em
y �x� z�= e−jkneff z

M∑

m=0

Am cos
[
�m+ 1��

W
x− m�

2

]

× exp
[
j
�m+ 1�2��

4neffW
2

z

]
� (2.118)
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where M denotes the maximum mode number. At z= 0, � �x�0� coincides with
the electric field of the input waveguide ��x�. Then the electric field amplitude
Am is obtained from Eq. (2.118) as

Am = 2
W

∫ W/2

−W/2
��x� cos

[
�m+ 1��

W
x− m�

2

]
dx� (2.119)

For simplicity, we consider the case in which the input single-mode waveguide is
connected to the center of the multimode waveguide. In this condition, modes in
MMI region become only symmetrical modes; that is,m becomes an even number
m= 2� �� � integer�. At the point z= neffW

2/�, the phase term in Eq. (2.118)
reduces to

exp
[
j
�m+ 1�2��

4neffW
2

z

]
= exp

[
j���+ 1��+ j

�

4

]
= exp

(
j
�

4

)
� (2.120)

We now define the characteristic length LMMI as

LMMI =
neffW

2

�
� (2.121)

The electric field profile at the MMI length LMMI is then obtained from
Eq. (2.118) as

��x�LMMI�= e−jkneff LMMI+j�/4
M∑

m=0

Am cos
[
�m+ 1��

W
x− m�

2

]
� (2.122)

Since � �x�0� in Eq. (2.118) is the electric field of the input waveguide ��x�,
the above equation is rewritten as

��x�LMMI�=��x�e−jkneff LMMI+j�/4 � (2.123)

It is confirmed that the input electric field ��x� is reproduced at the specific
length LMMI with slight phase retardation. Self-imaging characteristics in MMI
waveguide are confirmed by the Beam Propagation Method (BPM) simulation.
Figure 2.22 shows the image formation for light input at the center of MMI
waveguide. Refractive-index difference of the waveguide is � = 0�75% and
the wavelength of light is �= 1�55�m. Waveguide parameters of the single-
mode input waveguide are 2a= 7�m and 2d= 6�m and those of MMI are
W = 150�m and L=25�99 mm. Specific length LMMI that is given by Eq. (2.121)
is 25�89 mm. Since there is a Goos-Hanshen effect, light field slightly penetrates
into cladding region. Therefore, slight correction is necessary for either width W
or length L of the MMI region. In Fig. 2.22, correction length of �L = 100�m is
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L = LMMI + δL

Input

Figure 2.22 Image formation for light input at the center of MMI waveguide.

added to the analytical self-imaging length LMMI. It is known from Fig. 2.22
that N images are formed at z=LMMI/N , for any integer N . Figure 2.23 shows
light-splitting characteristics of MMI waveguide with a length of LMMI/8 + �′

L,
where �′

L = 105�m. Output waveguides are located at xi = �4�5 − i�W/8 for
i-th �i=1�2� � � � �8� waveguide. Figure 2.24 shows theoretical and experimental
splitting characteristics of 1 × 8 MMI splitter at �= 1�55�m. MMI splitter is
made of silica waveguide with 2a= 7�m, 2d= 6�m and �= 0�75%. Splitting

Input

s = W/8

L' = LMMI 8 + δL'

Figure 2.23 Light-splitting characteristics of MMI waveguide with a length of LMMI/8.
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Figure 2.24 Theoretical and experimental splitting characteristics of 1 × 8 MMI splitter.

loss of 1/8 corresponds to 9 dB. Therefore, it is known that the excess loss of
each output port is less than 1 dB.

When an input waveguide is placed at the proper position from the center
of MMI waveguide, two-fold images are formed with equal amplitude at the
distance of [17]

L3 dB = 2
3

· neffW
2

�
� (2.124a)

W = �N + 1�s �N = 2�� (2.124b)

where s denotes the separation of output waveguides. Figure 2.25 shows a
3-dB coupler based on the 2 × 2 MMI splitter. BPM simulation is required in
order to accurately determine the 3-dB coupler configuration. Light propagation
characteristics in the MMI 3-dB coupler are shown in Fig. 2.26. The length of
3-dB coupler is determined to be L=L3 dB + �3 dB��3 dB = 200�m� by the BPM

L 

W s

Figure 2.25 3-dB coupler based on the 2 × 2 MMI splitter.
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Input

Figure 2.26 Light propagation characteristics of MMI 3-dB coupler.

calculation. Figure 2.27 shows spectral splitting ratios of MMI 3-dB coupler and
codirectional coupler (see Section 4.2) and spectral insertion loss of MMI 3-dB
coupler. It is known from the figure that coupling ratio of MMI 3-dB coupler is
almost insensitive to wavelength as compared to codirectional coupler. This is
a great advantage of MMI 3-dB coupler over a codirectional coupler. However,
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Figure 2.27 Spectral splitting ratios of MMI 3-dB coupler and codirectional coupler and spectral
insertion loss of MMI 3-dB coupler.
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we should take notice of two facts. First, insertion loss of MMI is not zero even
in theoretical simulation. Theoretical insertion loss of the MMI 3-dB coupler
is about 0.22 dB at the minimum. Second, the insertion loss of MMI coupler
rapidly increases as wavelength departs from the optimal wavelength.

When phase of the input light is properly adjusted 1 ×N MMI splitter func-
tions as N × 1 combiner. Figure 2.28 shows light propagation characteristics in
MMI 16 × 1 combiner. Complex electric field gi in the i-th input waveguide is

g0

g15

(a)

g0

g15

(b)

Figure 2.28 Light propagation characteristics in MMI 16 × 1 combiner: (a) Amplitudes of gi’s are
equal and their phases are properly adjusted; and (b) amplitudes of gi’s are equal and their phases
are completely out of phase.
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given by gi = ai exp �j�i�, where ai and �i denote amplitude and phase of gi.
In the BPM simulation shown in Fig. 2.28a, amplitudes of gi’s are set to be
equal and their phases are properly adjusted. Every light beam from 16 input
ports constructively interfere to form a single output image at the distance of
L=LMMI/16 + �L, where �L = 140�m. It is shown by a number of numerical
simulations that MMI N × 1 combiner has a unique property in which we can
obtain coherent summation of the input electric field as

T =
∣
∣
∣
∣
∣

1
N

N−1∑

i=0

gi

∣
∣
∣
∣
∣

2

=
∣
∣
∣
∣
∣

1
N

N−1∑

i=0

aie
j�i

∣
∣
∣
∣
∣

2

� (2.125)

Numerical simulation was confirmed by the experiment using 16-tap �N = 16�
coherent transversal filter [18]. The device was fabricated using silica-based
planar lightwave circuits. The core size and refractive-index difference of the
waveguides are 7�m × 7�m and 0�75%, respectively. Figure 2.29 compares
the experimental normalized output power with the theoretical one given by
Eq. (2.125). Complex electric fields of even and odd ports were set to be
gi = 1 �i= 0�2� � � � �14� and gi = exp �j � �i= 1�3� � � � �15�, respectively. Phase
shift  was introduced to the waveguide by the thermo-optic effect. The output
power of the MMI N × 1 combiner is given from Eq. (2.125) by

T� �=
∣
∣
∣
∣

1
N
�1 + ej �

N

2

∣
∣
∣
∣

2

=
∣
∣
∣cos

( 
2

)∣∣
∣
2

� (2.126)
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Figure 2.29 Normalized output power T of the 16 × 1 MMI combiner.
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Solid line in Fig. 2.29 shows theoretical curve �cos � /2��2 and circles are exper-
imental values for  = 0��/3��/2�2�/3 and �, respectively. It is confirmed
that the collective summation of complex electric fields is obtained by using
MMI combiner.
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Chapter 3

Optical Fibers

Silica-based optical fibers are the most important transmission medium for
long-distance and large-capacity optical communication systems. The most dis-
tinguished feature of optical fiber is its low loss characteristics. The lowest
transmission loss ever achieved is 0.154 dB/km at �= 1�55-�m wavelength [1].
This means that the signal intensity of light becomes half of the original strength
after propagating 20 km along the optical fiber. Together with such low loss prop-
erties, low dispersion is also required for signal transmission. Signal distortion
due to dispersion of the fiber is closely related to the guiding structure of optical
fibers. In order to realize low-dispersion fibers, it is necessary to understand the
transmission characteristics of fibers and to design and analyze the arbitrarily
shaped guiding structures. In this chapter, first a rigorous analysis of step-index
fiber is presented, to understand the basic properties of optical fibers. Then lin-
early polarized (LP) modes, which are quite important mode designations for the
practical weakly guiding fibers, will be described. The derivation of dispersion
equations is explained in detail in order to understand the dispersion characteris-
tics of fibers. Signal transmission bandwidths of graded-index multimode fibers
and single-mode fibers are discussed and compared in connection with their
dispersion values. Finally, the principle of polarization-maintaining properties in
birefringent fibers and their polarization characteristics are described.

3.1. BASIC EQUATIONS

The electromagnetic fields in optical fibers are expressed in cylindrical coor-
dinates as

Ẽ = E�r� �� ej�	t−
z�� (3.1a)

H̃ = H�r� �� ej�	t−
z�� (3.1b)
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Substituting Eq. (3.1) into Maxwell’s Eq. (1.31), we obtain two sets of wave
equations [2, 3] as

⎧
⎪⎪⎨

⎪⎪⎩

�2Ez
�r2

+ 1
r

�Ez
�r

+ 1
r2

�2Ez
��2

+ �k2n�r� ��2 −
2
Ez = 0 (3.2a)

�2Hz
�r2

+ 1
r

�Hz
�r

+ 1
r2

�2Hz
��2

+ �k2n�r� ��2 −
2
Hz = 0� (3.2b)

In axially symmetric optical fibers, the refractive-index distribution is not depen-
dent on � and is expressed by n�r�. Then the transverse electromagnetic fields
are related to Ez and Hz as follows:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Er = − j

�k2n�r�2 −
2


(


�Ez
�r

+ 	�0

r

�Hz
��

)
(3.3a)

E� = − j

�k2n�r�2 −
2


(



r

�Ez
��

−	�0

�Hz
�r

)
(3.3b)

Hr = − j

�k2n�r�2 −
2


(


�Hz
�r

− 	�0n�r�
2

r

�Ez
��

)
(3.3c)

H� = − j

�k2n�r�2 −
2


(



r

�Hz
��

+	�0n�r�
2 �Ez
�r

)
� (3.3d)

The azimuthal dependency of the electromagnetic fields in axially symmetric
fibers is expressed by cos�n�+ �� or sin�n�+ ��, where n is an integer and
� denotes the phase. The modes in an optical fiber consists of TE modes
�Ez = 0�, TM modes �Hz = 0� and hybrid modes �Ez �= 0� Hz �= 0�, respectively.
In the following, electromagnetic fields, dispersion equations, and propagation
characteristics of optical fibers are described in detail for step-index fibers as
shown in Fig. 3.1, which has a uniform refractive index in the core.

3.2. WAVE THEORY OF STEP-INDEX FIBERS

3.2.1. TE Modes

When we have Ez = 0 in Eqs. (3.2) and (3.3), we have following set of
equations for the TE mode:

�2Hz
�r2

+ 1
r

�Hz
�r

+
[
k2n�r�2 −
2 − n2

r2

]
Hz = 0� (3.4)
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Figure 3.1 Waveguide structure of optical fiber.
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2


1
r

�Hz
��

(3.5a)

E� = j	�0

�k2n�r�2 −
2


�Hz
�r

(3.5b)

Hr = − j 


�k2n�r�2 −
2


�Hz
�r

(3.5c)

H� = − j 


�k2n�r�2 −
2


1
r

�Hz
��
� (3.5d)

The magnetic field in the core and cladding are expressed as

Hz =
{
g�r�

h�r�

}
cos�n�+�� �0� r � a�

�r>a��
(3.6)

From the boundary condition that the tangential field components Hz and H�
should be continuous at the core–cladding interface r=a, we obtain the following
two conditions:

g�a�= h�a�� (3.7a)

j 


�k2n�a�2 −
2


n

a
g�a� sin�n�+��= j 


�k2n2
0 −
2


n

a
h�a� sin�n�+��� (3.7b)

Since in the step-index fiber, the refractive index at the boundary of the core
n�a� = n1 (n1 is the refractive index of the core), n�a� is not equal to the
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refractive index of the cladding n0. Then it is known that integer n should be
zero for Eq. (3.7b) to be satisfied to arbitrary values of �. Consequently the
azimuthal dependency in the TE modes �/��= 0, and Er and H� are found from
Eqs. (3.5a) and (3.5d) to be

Er =H� = 0� (3.8)

In graded-index fibers, which will be treated in Section 3.7, there may be
the case that n�a�= n0. So we cannot immediately derive n= 0 from Eq. (3.7).
However we can derive the condition of n= 0 for the TE modes even in graded-
index fibers as shown in Appendix 3A.1 at the end of this chapter. Taking
into account the azimuthal condition of n= 0, the wave equation and related
electromagnetic fields for the TE modes are obtained as

d2Hz
dr2

+ 1
r

dHz
dr

+ �k2n�r�2 −
2
 Hz = 0� (3.9)

⎧
⎪⎪⎪⎪⎪⎪⎨
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E� = j	�0

�k2n�r�2 −
2


dHz
dr
� (3.10a)

Hr = − j 


�k2n�r�2 −
2


dHz
dr
� (3.10b)

Er =H� = 0� (3.10c)

Here, we define the wave number in the core and cladding along the transversal
direction as

�=
√
k2 n2

1 −
2� (3.11a)

� =
√

2 − k2 n2

0� (3.11b)

The wave Eq. (3.9) for the field in the core Hz = g�r� is obtained as

d2g

dr2
+ 1
r

dg

dr
+ �2g= 0 �0� r � a� (3.12)

and the wave equation for the field in the cladding Hz =h�r� is given by

d2h

dr2
+ 1
r

dh

dr
−�2h= 0 �r>a�� (3.13)

The solutions for Eq. (3.12) are the 0th-order Bessel function J0��r� and
the 0th-order Neumann function N0��r� [4, 5], respectively. However, N0��r�
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diverges infinitely at r = 0. Therefore J0��r� is the proper solution in the core.
The solutions for Eq. (3.13) are modified Bessel function of the first kind I0��r�
and modified Bessel functions of the second kind K0��r�, respectively. However,
I0��r� diverges infinitely at r = �. Therefore K0��r� is the proper solution in
the cladding. Then the magnetic fields for the TE mode are given by

Hz =
{
AJ0��r� �0� r � a�

BK0��r� �r>a��
(3.14)

whereA and B are constants. The boundary conditions are given by the conditions
that Hz and E� should be continuous at r = a:

AJ0��a�= B K0��a�� (3.15a)

A

�
J ′

0��a�= −B
�
K′

0��a�� (3.15b)

By using the normalized transverse wave numbers

u= �a= a
√
k2 n2

1 −
2� (3.16a)

w= �a= a
√

2 − k2 n2

0� (3.16b)

Eqs. (3.15a) and (3.15b) can be reduced to the following dispersion equation:

J ′
0�u�

u J0�u�
= − K′

0�w�

w K0�w�
� (3.17)

Based on the following Bessel function formulas:

J ′
0�u�= −J1�u� (3.18a)

K′
0�w�= −K1�w�� (3.18b)

Eq. (3.17) is rewritten as

J1�u�

u J0�u�
= − K1�w�

w K0�w�
� (3.19)

Transverse wave numbers u and w are related, from Eq. (3.16), as

u2 +w2 = k2�n2
1 − n2

0� a
2 = v2� (3.20)

Therefore when the normalized frequency v is given, the transverse wave num-
bers u and w are determined from Eqs. (3.19) and (3.20). Substituting Eqs. (3.14)
and (3.15a) into (3.10), the electromagnetic fields for TE mode are obtained;

Er =Ez =H� = 0� (3.21)
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a. Fields in the core �0� r � a�:

E� = −j	�0

a

u
AJ1

(u
a
r
)
� (3.22a)

Hr = j 
a
u
AJ1

(u
a
r
)
� (3.22b)

Hz =AJ0

(u
a
r
)
� (3.22c)

b. Fields in the cladding �r>a�:

E� = j	�0

a

w

J0�u�

K0�w�
AK1

(w
a
r
)
� (3.23a)

Hr = −j 
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(w
a
r
)
� (3.23b)

Hz = J0�u�

K0�w�
AK0

(w
a
r
)
� (3.23c)

The constant A is determined in the relationship from the power P carried by
the mode, as shown in Section 3.3.

3.2.2. TM Modes

When we set Hz = 0 in Eqs. (3.2) and (3.3) for TM modes and follow the
same procedure as in the TE mode, we know that n= 0 holds also for the TM
mode. Then the wave equation and other electromagnetic field components are
expressed as

d2Ez
dr2

+ 1
r

dEz
dr

+ �k2 n�r�2 −
2
 Ez = 0� (3.24)
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� (3.25a)

H� = −j	�0n
2
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� (3.25b)

E� =Hr = 0� (3.25c)

Solutions for Eq. (3.24) are given by the 0th-order Bessel functions as

Ez =
⎧
⎨

⎩

AJ0��r� �0� r � a� (3.26a)

BK0��r� �r>a�� (3.26b)
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where A and B are constants. Applying the boundary conditions that Ez and H�
should be continuous at the core–cladding interface r = a, we obtain

J ′
0�u�

u J0�u�
= −

(
n0

n1

)2
K′

0�w�

w K0�w�
� (3.27)

Using the recurrence relation of Bessel functions (3.18), Eq. (3.27) can be
rewritten into the dispersion equation for the TM modes:

J1�u�

u J0�u�
= −

(
n0

n1

)2
K1�w�

w K0�w�
� (3.28)

The electromagnetic fields for TM mode are summarized as

E� =Hr =Hz = 0� (3.29)

a. Fields in the core �0� r � a�:

Er = j 
a
u
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(u
a
r
)
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Ez =AJ0

(u
a
r
)
� (3.30b)
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)
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b. Fields in the cladding �r>a�:

Er = −j 
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w

J0�u�

K0�w�
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)
� (3.31a)
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� (3.31b)

H� = −j	�0n
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0
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w

J0�u�

K0�w�
AK1

(w
a
r
)
� (3.31c)

3.2.3. Hybrid Modes

In hybrid modes the axial electromagnetic field components Ez and Hz are
not zero. Therefore solutions for Eq. (3.2) are given by the product of nth-order
Bessel functions and cos�n�+�� or sin�n�+��. Ez and Hz should be continuous
at r = a. Also it is known from Eq. (3.3) that �Ez/�r and �Hz/�� (or �Ez/��



64 Optical Fibers

and �Hz/�r) have the same � dependencies. Taking these into consideration, the
z-components of the electromagnetic field are expressed by

Ez =

⎧
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)
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The transverse components are obtained, by substituting Eqs. (3.32) and (3.33)
into (3.3), as follows.

a. Core region �0� r � a�:
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b. Cladding region �r>a�:
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The boundary condition at r = a that E� and H� should be continuous brings
two relations, one is from Eqs. (3.34b) and (3.35b) as

A


(
1
u2

+ 1
w2

)
n= −C	�0

[
J ′
n�u�

uJn�u�
+ K′

n�w�

wKn�w�

]
(3.36)

and the other is from Eqs. (3.34d) and (3.35d):
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)
n� (3.37)

We obtain the dispersion equation from Eqs. (3.36) and (3.37) in the form

[
J ′
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wKn�w�
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Substituting the following relation, which is derived from Eq. (3.16):
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Eq. (3.38) may be rewritten
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The propagation constant of the hybrid modes is calculated by solving
Eq. (3.40) using the u–w relation of Eq. (3.20). Although Eq. (3.40) is the
strict solution of the hybrid modes in step-index fibers, it is rather difficult to
investigate the propagation properties of optical fibers with Eq. (3.40). In prac-
tical fibers, the refractive-index difference � is of the order of 1%, so we can
approximate n1 � n0 in some cases. In these cases Eq. (3.40) can be simplified
as shown in Section 3.4 and much practical and useful information is obtained.

The constant C in the electromagnetic field expressions (3.34) and (3.35) can
be written from Eq. (3.36) as

C= −A 


	�0

s (3.41a)
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where

s=
n
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when we apply the following recurrence relations for the Bessel functions
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Eqs. (3.34) and (3.35) become the following.
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Er = −jA
a
u

[
�1 − s�

2
Jn−1

(u
a
r
)

− �1 + s�
2

Jn+1

(u
a
r
)]

cos�n�+�� (3.44a)

E� = jA
a
u

[
�1 − s�

2
Jn−1

(u
a
r
)

+ �1 + s�
2

Jn+1

(u
a
r
)]

sin�n�+�� (3.44b)

Ez =AJn
(u
a
r
)

cos�n�+�� (3.44c)

Hr = −jA	�0n
2
1

a

u

[
�1 − s1�

2
Jn−1

(u
a
r
)

+ �1 + s1�
2

Jn+1

(u
a
r
)]

sin�n�+�� (3.44d)

H� = −jA	�0n
2
1

a

u

[
�1 − s1�

2
Jn−1

(u
a
r
)

− �1 + s1�
2

Jn+1

(u
a
r
)]

cos�n�+�� (3.44e)

Hz = −A 


	�0

s Jn

(u
a
r
)

sin�n�+�� (3.44f)



Optical Power Carried by Each Mode 67

b. Cladding region �r>a�:
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H� = −jA	�0n
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0

aJn�u�

wKn�w�

[
�1 − s0�

2
Kn−1

(w
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)

+ �1 + s0�
2

Kn+1

(w
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r
)]

cos�n�+�� (3.45e)

Hz = −A 


	�0

s
Jn�u�

Kn�w�
Kn

(w
a
r
)

sin�n�+��� (3.45f)

where

s1 = 
2

k2n2
1

s (3.46a)

s0 = 
2

k2n2
0

s� (3.46b)

3.3. OPTICAL POWER CARRIED BY EACH MODE

The time averaged Poynting vector component along the z-axis per unit area
is expressed, by Eq. (1.45), as

Sz =
1
2
�E × H∗� · uz =

1
2
�ErH

∗
� −E�H∗

r �� (3.47)
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where uz is a unit vector in the z-direction. The power carried by the optical
fiber is then given by

P=
∫ 2�

0

∫ �

0
Szr dr d�= 1

2

∫ 2�

0

∫ �

0
�ErH

∗
� −E�H∗

r �r dr d�� (3.48)

The analytical expressions for the transmission power in each mode are described
in the following.

3.3.1. TE Modes

The transmission power in the core and cladding are calculated from
Eqs. (3.21)–(3.23) and (3.48) as follows:

Pcore = �	�0
�A�2 a
2

u2

∫ a

0
J 2

1

(u
a
r
)
r dr

= �

2
	�0
�A�2 a

4

u2

[
J 2

1 �u�− J0�u�J2�u�
]
� (3.49)

Pclad = �	�0
�A�2 a
2J 2

0 �u�

w2K2
0�w�

∫ �

a
K2
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(w
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)
r dr
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	�0
�A�2 a

4J 2
0 �u�

w2K2
0�w�
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where we used the integral formula of the Bessel functions

∫ a

0
J 2
m

(u
a
r
)
r dr =

⎧
⎪⎪⎨

⎪⎪⎩

a2

2

[
J 2

0 �u�+ J 2
1 �u�

]
�m= 0�

a2

2

[
J 2
m�u�− Jm−1�u�Jm+1�u�

]
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(3.51)

∫ �

0
K2
m
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)
r dr =

⎧
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1�w�−K2
0�w�

]
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[
Km−1�w�Km+1�w�−K2

m�w�
]
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(3.52)

For the calculation of Eq. (3.49), we first rewrite it in the following form:

[
J 2

1 �u�− J0�u�J2�u�
]= J 2

1

[
1 − J0J2

J 2
1

]
� (3.53)

Then we substitute the dispersion equation for the TE mode (3.19) into the
recurrence relation of Bessel function J2�u� [n= 1 in Eq. (3.42b)]:

J2�u�=
2J1�u�

u
− J0�u�� (3.54)
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and we also use the recurrence relation for the modified Bessel function of the
second kind to obtain the expression for J2�u�:

J2�u�= −2K1�w�J0�u�

w K0�w�
− J0�u�= −K2�w�

K0�w�
J0�u�� (3.55)

Putting Eq. (3.55) into (3.53) and using the dispersion Eq. (3.19) again, Eq. (3.53)
is reduced to

[
J 2

1 �u�− J0�u�J2�u�
]= J 2

1 �u�

[
1 + w2

u2

K0�w�K2�w�

K2
1�w�

]
� (3.56)

Then the optical power carried in the core and cladding regions is

Pcore = �

2
	�0
�A�2 a

4

u2
J 2

1 �u�

[
1 + w2

u2

K0�w�K2�w�

K2
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� (3.57)
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	�0
�A�2 a
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u2
J 2

1 �u�

[
K0�w�K2�w�

K2
1�w�

− 1
]
� (3.58)

The total power carried by the TE mode is given by

P=Pcore +Pclad = �

2
	�0
�A�2 a

4v2

u4
J 2

1 �u�
K0�w�K2�w�

K2
1�w�

� (3.59)

The unknown constant A can be determined from Eq. (3.59) when we specify
the total power flow P in optical fiber. Ratios of the power confinement ratios
to the total power in each core and cladding region are expressed as

Pcore

P
= 1 − u2

v2

[
1 − K2

1�w�

K0�w�K2�w�

]
� (3.60a)

Pclad

P
= u2

v2

[
1 − K2

1�w�

K0�w�K2�w�

]
� (3.60b)

3.3.2. TM Modes

Substituting Eqs. (3.29)–(3.31) into (3.48) and applying similar procedures to
those for the TE mode, the power in the core and cladding for the TM mode is
given by

Pcore = �
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	�0n
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Equations (3.61) and (3.62) are rewritten using the recurrence relations of Bessel
function and the dispersion Eq. (3.28) into
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P = Pcore +Pclad
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When the weakly guiding approximation n1/n0 � 1 is satisfied, Eqs. (3.63)–
(3.65) are simplified into equations similar to Eqs. (3.57)–(3.59) for the TE
mode.

3.3.3. Hybrid Modes

The analytical expressions of the power flow for the hybrid modes are rather
complicated. Here we show only the derivation equations of Pcore and Pclad:

Pcore = �
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Pcore and Pclad can be calculated by applying the integral formulas Eqs. (3.51)
and (3.52) to Eqs. (3.66) and (3.67). If the approximation of n1/n0 � 1 holds as
shown in upcoming Section 3.4.3, Pcore and Pclad are expressed in more simple
forms.
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3.4. LINEARLY POLARIZED (LP) MODES

In the preceding sections, rigorous analyses for the TE, TM and hybrid modes
in a step-index fibers have been described. The refractive-index difference � of
practical fiber is of the order of 1%. Moreover index differences of the most
important single-mode fibers for optical communication are about ��0�3–0�8%.
Then we can approximate as n1/n0 �1. This approximation allows us to simplify
the analysis of optical fibers drastically and enables us to obtain quite clear
results. The analysis of fibers based on the approximation with n1/n0 �1 was first
presented by Snyder [6]. Afterwards such mode groups with the approximation
n1/n0 � 1 were designated LP (linearly polarized) modes by Gloge [7]. Since
an LP mode is derived by the approximation of n1/n0 � 1, it means that the
light confinement in the core is not so tight. Therefore this approximation is
called weakly guiding approximation. We will study LP modes in detail in the
following sections.

3.4.1. Unified Dispersion Equation for LP Modes

The strict solution [Eq. (3.19)] for the TE modes is adopted as it is. For
the TM modes the weakly guiding approximation n1/n0 � 1 is applied to the
rigorous dispersion Eq. (3.28) to obtain the approximate form

J1�u�

uJ0�u�
= − K1�w�

wK0�w�
� (3.68)

This equation is known to be the same as the dispersion equation for TE
modes (3.19). For the hybrid modes, we apply the weakly guiding approximation
n1/n0 �1 into the strict dispersion equation (3.40) and obtain a pair of equations:

J ′
n�u�

uJn�u�
+ K′

n�w�

wKn�w�
= ±n

(
1
u2

+ 1
w2

)
� (3.69)

where n�1. This equation is rewritten by using the recurrence relation of Bessel
functions (3.42a) and (3.43a) into

Jn+1�u�

uJn�u�
= −Kn+1�w�

wKn�w�
(3.70)

and

Jn−1�u�

uJn�u�
= Kn−1�w�

wKn�w�
� (3.71)
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where Eq. (3.70) is obtained from the plus sign of Eq. (3.69), and Eq. (3.71) is
obtained from the negative sign of Eq. (3.69), respectively. The modes corre-
sponding to the plus sign of Eq. (3.69) are called EH modes; those corresponding
to the negative sign of Eq. (3.69) are called HE modes. The mode designations
of EH and HE have no particular rationale and are merely conventional. His-
torically, microwave engineers first referred to the lowest-order mode (mode
without cutoff) in a dielectric rod waveguide as the HE11 mode [3, 8]. Later,
designations of HE and EH modes were derived in accordance with this custom.
It is worth stating, however, that in EH modes the axial magnetic field Hz is
relatively strong, whereas in HE modes the axial electric filed Ez is relatively
strong.

The approximation n1 � n0 allows us to rewrite the expressions (3.46) into
s1 � s and s0 � s. Therefore equations representing the electromagnetic
fields (3.44) and (3.45) are also simplified. Since s= 1 for the EH modes, from
Eqs. (3.41b) and (3.69), we obtain the approximation s1 � 1 and s0 � 1. Then
the electromagnetic field of the EH modes is given by putting s1 � 1 and s0 � 1
into Eqs. (3.44) and (3.45). It is known that the terms with Jn+1�ur/a� and
Kn+1�wr/a� are predominant in the EH modes. On the other hand, since s=−1
for the HE modes from Eqs. (3.41b) and (3.69), we obtain the approximations
s1 � −1 and s0 � −1. Then the electromagnetic field of the HE modes is found
by putting s1 �−1 and s0 �−1 into Eqs. (3.44) and (3.45). It is known that the
terms with Jn−1�ur/a� and Kn−1�wr/a� are predominant in the HE modes.

The dispersion equation for the HE modes having the azimuthal mode number
n�2 can be rewritten as follows. First, Eq. (3.71) is reversed. Then the recurrence
relations for Bessel functions (3.42b) and (3.43b) are applied to Jn�u� and Kn�w�
to derive the following relation:

Jn−1�u�

uJn−2�u�
= − Kn−1�w�

wKn−2�w�
� (3.72)

This dispersion equation is used for the HE modes having the azimuthal mode
number n� 2. The dispersion equations for TE, TM and hybrid EH and HE
modes under the weakly guiding approximation are summarized in Table 3.1.
Integer n is a mode order in the azimuthal � direction and ��� 1� is a mode
order in the radial direction, respectively. More precisely, � represents the �th
solution of each dispersion equation. Considering the similarity between the LP
modes in Table 3.1, we introduce a new parameter defined by

m=

⎧
⎪⎨

⎪⎩

1 �TE andTM mode�

n+ 1 �EH mode�

n− 1 �HE mode��

(3.73)
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Table 3.1

Dispersion equations under the weakly-guiding
approximation

Mode designation (�� 1) Dispersion equation

TE0� mode
TM0� mode

}
J1�u�

uJ0�u�
= − K1�w�

wK0�w�

EHn� mode (n� 1)
Jn+1�u�

uJn�u�
= −Kn+1�w�

wKn�w�

HE1� mode
J0�u�

uJ1�u�
= K0�w�

wK1�w�

HEn� mode (n� 2)
Jn−1�u�

uJn−2�u�
= − Kn−1�w�

wKn−2�w�

Then the dispersion equations of the LP modes can be expressed in the unified
form

Jm�u�

uJm−1�u�
= − Km�w�

wKm−1�w�
� (3.74)

For the HE1� mode with m= 0 �n= 1�, the Bessel function formulas of
J−1�u�= −J1�u� and K−1�w�=K1�w� should be used in Eq. (3.74).

It is known from Eq. (3.74) that the mode which has the same mode parameter
m (and �) has the identical eigenvalue under the weakly guiding approximation.
Of course, since they are not the strict modes, the eigenvalues are slightly dif-
ferent in the rigorous dispersion equations. Therefore LP modes are approximate
modes classified by the eigenvalues.

Table 3.2 compares the relation between LP modes and conventional modes.
Three kinds of mode corresponding to m= 1, TE0�, TM0� and HE2� satisfy
approximately the same dispersion equation. Also, mode combination EHm−1��

and HEm+1��, which corresponds to m�2, satisfies the same dispersion equation.
This means that the propagation constants of these mode groups are nearly
degenerate. Moreover the EH and HE modes have two independent azimuthal
components cos�n�� and sin�n�� [�= 0 and �/2 in Eqs. (3.32)–(3.35)]. The
TE and TM modes are not degenerate in terms of polarization, since they have
axially symmetric �n= 0� field distributions. Then the solution of the dispersion
equation corresponding to the combination of �m��� is two fold degenerate for
m= 0 and four fold for m� 1, respectively.

Figure 3.2 shows the relation between the electric field vectors and intensity
profiles of Ex for the LP modes and conventional modes in the three mode
groups of LP01�HE11�� LP11�TE01� TM01� HE21� and LP21�EH11� HE31� [2, 3],
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Table 3.2

Comparision of LP modes with conventional modes

LP mode (�� 1) Conventional mode (�� 1) Dispersion equation

LP0� mode (m = 0) HE1� mode
J0�u�

uJ1�u�
= K0�w�

wK1�w�
TE0� mode

LP1� mode (m= 1) TM0� mode
J1�u�

uJ0�u�
= − K1�w�

wK0�w�
HE2� mode

LPm� mode (m� 2) EHm−1�� mode
Jm�u�

uJm−1�u�
= − Km�w�

wKm−1�w�
HEm+1�� mode

Figure 3.2 Electric field vectors and intensity profiles of LP modes and conventional modes.
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respectively. It is known that the intensity profiles of transverse electric fields
(Ex or Ey) belonging to the same LP mode have the same distribution.

3.4.2. Dispersion Characteristics of LP Modes

The propagation constant of the step-index fiber is obtained by solving the
dispersion equation in Table 3.2 under the condition of u2 +w2 =v2. The relations
between the transverse wavenumbers u and w, which are calculated via the
dispersion equation itself and u2 +w2 = v2 for v= 5, are shown as in Fig. 3.3.

The number attached to each curve indicates the mode number m� of the
LP mode. The crossing points of the vertical curves and the semicircle give the
set of eigenvalues u and w. The cutoff v-values are obtained by the following

Figure 3.3 u–w relation in the step-index fiber.
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equations when we set w→ 0 (and simultaneously u→ v) in the dispersion
equation:

J0�v�

vJ1�v�
→ � �m= 0� (3.75a)

Jm�v�

vJm−1�v�
→ −� �m� 1�� (3.75b)

In the derivation of these two equations, we used the approximate formula for
the modified Bessel functions for w	 1:

Km�w��

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

−�n�w�+ 0�1159315� � � �m= 0�
1
w

�m= 1�

�m− 1�! 2m−1

wm
�m� 2��

(3.76)

The cutoff v-values (vcs) are obtained from Eq. (3.75), with paying attention to
the sign of Bessel functions, by the following:

vc =
{

0 HE11 �LP01�

j1��−1 HE1� �LP0��� ��� 2�
(3.77a)

vc = jm−1�� LPm� �m� 1� �� 1�� (3.77b)

where jn�� is a � zero point of the nth Bessel function Jn�x�. It is known from
Eq. (3.77a) that there is no cutoff value for the HE11�LP01� mode; thus the HE11

mode is the fundamental mode of the optical fiber. Since the minimum zero
point of the Bessel function is j0�1, the LP11 mode with m=1 and �=1 is known
to be the second-order mode. Then the cutoff v-value of the LP11 mode

vc = j0�1 = 2�4048256� � � (3.78)

determines the single-mode condition of the step-index fiber.
The behavior of the dispersion equation for w
 1 is investigated by using

the approximate formula of the modified Bessel function of the form

Km�w��
√
�

2w
e−w (3.79)

and is expressed by

J0�u�

uJ1�u�
→ 0 �m= 0� (3.80a)
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or

− Jm�u�

uJm−1�u�
→ 0 �m� 1�� (3.80b)

It is known that w
 1� u approaches

u= jm�� �m� 0�� (3.81)

The variation range of u for the LP modes is then given, from Eqs. (3.77) and
(3.81) by

LP01�HE11� mode u= 0 − j0�1�
LP0��HE1� � �� 2� mode u= j1��−1 − j0���
LPm��m� 1� �� 1� mode u= jm−1�� − jm���

Figure 3.4 shows dispersion curves of LP modes for the step-index fiber. They
are calculated by numerically solving the dispersion equations (Table 3.1) under
the constraints of u2 +w2 = v2 [Eq. (3.20)]. The horizontal axis of Fig. 3.4 is

Figure 3.4 Dispersion curves of LP modes in step-index fibers.
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the normalized frequency v and the vertical axis is the normalized propagation
constant

b= �
/k�2 − n2
0

n2
1 − n2

0

� (3.82)

3.4.3. Propagating Power of LP Modes

The rigorous Eqs. (3.59) and (3.60) are applied to the TE mode. For
the TM mode, if we apply the weakly guiding approximation n1 � n0 to
Eqs. (3.63)–(3.65), we obtain the same expression as the TE mode. Then the
power carried by TE and TM modes is given by

Pcore

P
= 1 − u2

v2
�1 − �1�w�
 (3.83a)

Pclad

P
= u2

v2
�1 − �1�w�
 � (3.83b)

where

�m�w�=
K2
m�w�

Km−1�w�Km+1�w�
� (3.84)

The optical power of the EH mode is obtained by setting s� s1 � s0 � 1 in
Eqs. (3.66) and (3.67), and using Eq. (3.70) and the recurrence relation of the
Bessel function:

Pcore = �

2
	�0n

2
1
�A�2 a

4

u2
J 2
n+1�u�

[
1 + w2

u2

1
�n+1�w�

]
� (3.85a)

Pclad = �

2
	�0n

2
0
�A�2 a

4

u2
J 2
n+1�u�

[
1

�n+1�w�
− 1

]
� (3.85b)

P=Pcore +Pclad = �

2
	�0n

2
1
�A�2 a

4

u4
J 2
n+1�u�

v2

�n+1�w�
� (3.86)

The constant A that characterizes the electromagnetic field of the EH mode
is given by Eq. (3.86) when the optical power P is specified. The power-
confinement ratios of the core and cladding are given by

Pcore

P
= 1 − u2

v2

[
1 − �n+1�w�

]
� (3.87a)

Pclad

P
= u2

v2

[
1 − �n+1�w�

]
� (3.87b)
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The optical power of the HE mode is obtained by setting s� s1 � s0 �−1 in
Eqs. (3.66) and (3.67), and using Eq. (3.71) and the recurrence relation of the
Bessel function to give

P=Pcore +Pclad = �

2
	�0n

2
1
�A�2 a

4

u4
J 2
n−1�u�

v2

�n−1�w�
(3.88)

Pcore

P
= 1 − u2

v2
�1 − �n−1�w�
 � (3.89a)

Pclad

P
= u2

v2
�1 − �n−1�w�
 � (3.89b)

where �0�w�=K2
0�w�/K

2
1�w�. When we use the mode parameter m defined by

Eq. (3.73), the power carried by the LP mode is given in the unified expression by

Pcore

P
= 1 − u2

v2
�1 − �m�w�
 � (3.90a)

Pclad

P
= u2

v2
�1 − �m�w�
 � (3.90b)

Figure 3.5 shows the dependence of the power-confinement factor in the core
Pcore/P on the normalized frequency v. It is known from Fig. 3.5 that (1)

Figure 3.5 Power-confinement factor in the core Pcore/P of the step-index fiber.
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Pcore/P� 1 for almost all modes in multimode fibers �v
 1�, and (2) more than
10% of the optical power in single-mode fibers is carried in the cladding even
at v= 2�4.

3.5. FUNDAMENTAL HE11 MODE

It has been clarified in the previous sections that the fundamental mode of
the optical fiber is the HE11 mode. Therefore it is indispensible to understand
the propagation characteristics of the HE11 mode in order to grasp the signal
transmission properties of single-mode fibers. Here the dispersion characteristics
and electromagnetic field distributions of the HE11 mode are investigated in
detail. In order to rewrite Eqs. (3.40) and (3.41b) to easily understand expressions,
we use the recurrence formulae of J ′ =J0 −J1/u and K′ =−K0 −K1/w. Noticing
that �	 1 in practical fibers and also that the dispersion equation in the form

J ′
1�u�

uJ1�u�
+ K′

1�w�

wK1�w�
� −

(
1
u2

+ 1
w2

)

can be adopted for the HE11 mode, Eqs. (3.40) and (3.41b) are reduced to

J0�u�

uJ1�u�
= �1 −�� K0�w�

wK1�w�
(3.91)

s= −1 + u2w2

v2

J0�u�

uJ1�u�
�+O��2�� (3.92)

Since the maximum value of �uw/v�2 J0/uJ1 is about 0.7, s can be well approxi-
mated by s�−1. Equation (3.91) is a slightly more rigorous dispersion equation
than the simple LP mode approximation of Eq. (3.71).

Setting n= 1 in Eqs. (3.44) and (3.45), and using the transformation relations
in the forms

{
Ex =Er cos�−E� sin �

Ey =Er sin �+E� cos��
(3.93a)

{
Hx =Hr cos�−H� sin �

Hy =Hr sin �+H� cos��
(3.93b)

the electromagnetic field distributions of HE11 mode in the Cartesian coordinate
become the following.
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a. Core region �0� r � a�:
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u
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2

J2

(u
a
r
)

sin�2�+��
]
� (3.94b)
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Hz = −A 


	�0
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sin��+��� (3.94f)

b. Cladding region �r � a�:
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Ey = jA
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Ez =A J1�u�
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Hx = −jA	�0n
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Hy = −jA	�0n
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Hz = −A 
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There are two independent polarization modes in Eqs. (3.94) and (3.95),
which correspond to �= 0 and �= �/2. The electric field components in the
core with �= 0 are expressed as

Ex = −jA
a
u

[
�1 − s�

2
J0

(u
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r
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− �1 + s�
2

J2

(u
a
r
)

cos�2��
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(3.96a)
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and those corresponding to �=�/2 are

Ex = −jA
a
u
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sin�2�� (3.97a)
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Ez = −AJ1

(u
a
r
)

sin���� (3.97c)

Equations (3.94)–(3.97) are rigorous electromagnetic field distributions for the
HE11 mode. It is known that Ex is the dominant mode in Eq. (3.96) while Ey is
the dominant mode in Eq. (3.97), since we know the relation �1 − s�/2 � 1 and
�1+ s�/2��	1 from Eq. (3.92). Therefore, the polarization mode in Eq. (3.96)
with �= 0 is called HEx11 mode and that in Eq. (3.97) with �= �/2 is called
HEy11 mode, respectively. It is shown that the two perpendicularly polarized HE11

modes are degenerate in the so–called “single-mode fiber”. Although Ex�Ey�
mode is the dominant mode in the HEx11�HEy11� mode, a quite small Ey �Ex�
component having the perpendicular polarization exists in the strict sense. The
amplitude ratio of such a minor component to the major one is of the order
of � �	1� and thus can be neglected in most cases. Actually, in the LP mode
(weakly guiding approximation), those minor components are neglected. Under
this LP mode approximation, the electric field of the HEx11 �HEy11� mode becomes
only the Ex �Ey� component in the cross-sectional plane and thus the electric
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field vector becomes linear. This is the reason that the mode with a weakly
guiding approximation is called “linearly polarized mode.”

Substituting Eqs. (3.94) and (3.95), having the approximation of s� s1 � s0 �
−1, into the transmission power equation (3.48)

P= 1
2

∫ 2�

0

∫ �

0

(
ExH

∗
y −EyH∗

x

)
r dr d� (3.98)

and considering the transformation relation of Eq. (3.93), the amplitude coeffi-
cient A of the field is given by

A= uw


a2vJ1�u�

√
2P

��0n1c
� (3.99)

where c is the velocity of light in vacuum. Though the eigenvalue of the HE11

mode is given by the numerical solution of Eq. (3.91), a useful approximation
was derived by Marcuse [9]:

u= v√1 − b= 2�4048 e−0�8985/v� (3.100)

When we compare the eigenvalue u, which is obtained by numerically solving
Eq. (3.91) by setting � = 0, with that of Eq. (3.100), the eigenvalue u, by
Eq. (3.100) gives a slightly smaller value than the rigorous one. The error of the
eigenvalue u given by Eq. (3.100) is less than 0.75% in the range of v= 0�9–10
and is less than 0.5% in the range of v= 0�9–2�4048, respectively.

3.6. DISPERSION CHARACTERISTICS
OF STEP-INDEX FIBERS

3.6.1. Signal Distortion Caused by Group Velocity
Dispersion

Let us consider the response when an optical pulse having the Gaussian
envelope of the form

f�t�=A exp

[

−
(
t

tin

)2

+ j	0t

]

(3.101)

is injected into a fiber. Here 	0 is a center angular frequency, tin is the input
pulse width (which is related with the full width at the half maximum (FWHM)
pulse width �0 by �0 = tin

√
2 ln 2 � 1�177tin), and A is a constant. The optical
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pulse waveform after propagating along the fiber over distance z is expressed
by [10]

g�t�= 1

2�

∫ �

−�
F�	�e−�z+j�	t−
z�d	� (3.102)

where ��	� and 
�	� denote the amplitude attenuation coefficient and propa-
gation constant of the fiber and F�	� is the frequency spectrum of the optical
pulse, respectively. The frequency spectrum F�	� is given, from Eq. (3.101), as

F�	�=
∫ �

−�
f�t�e−j	tdt

= √
�At

in
exp

{

−
[
�	−	0�tin

2

]2
}

� (3.103)

Since the attenuation coefficient ��	� of the optical fiber is almost indepen-
dent of 	 over the spectral range of 	0 − 2/tin �	�	0 + 2/tin� ��	� is treated
as a constant in Eq. (3.102). The propagation constant 
�	� is approximated by
the Taylor series around the center angular frequency 	0 as


�	�=
�	0�+
′�	0��	−	0�+
1
2

′′�	0��	−	0�

2 + · · · � (3.104)

where 
′ = d
/d	 and 
′′ = d2
/d	2. The output pulse waveform g�t� z� is
calculated by substituting Eqs. (3.103) and (3.104) into Eq. (3.102):

g�t� z�= A
√
tout/tin

exp

{

−�z−
[
�t−
′z�
tout

]2

+ j�	0t−
0z+ ��t� z�

}

�

(3.105)

where

tout =
[

t2in +
(

2
tin

′′z

)2
]1/2

� (3.106)

��t� z�= 2
′′z
t2in

(
t−
′z
tout

)2

− 1
2

tan−1

(
2
′′z
t2in

)
� (3.107)

It is known from Eq. (3.105) that the relation �t−
′z� represents the progres-
sion of the optical pulse. The velocity of the optical pulse (signal) is then given by

vg = dz

dt
= 1

′ = 1

d
/d	
� (3.108)
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where vg is called the group velocity. In Eq. (3.106) tout is an output pulse width
(FWHM pulse width is �out = tout

√
2 ln 2) after propagating the distance z. Since

tin is the input pulse width,

�t=
∣
∣
∣
∣

2
tin

′′z

∣
∣
∣
∣ (3.109)

is the pulse spreading (signal distortion) caused by the optical fiber. The sec-
ond derivative of 
 is related with the group velocity by 
′′/�
′�2 = −dvg/d	.
Therefore if the group velocity varies with the signal frequency dvg/d	 �= 0
(or varies with signal wavelength component dvg/d� �= 0), the second deriva-
tive of 
 becomes 
′′ �= 0 and it brings the signal distortion. The variation of
group velocity with the signal frequency (wavelength) is called group velocity
dispersion (GVD).

It is known from Eq. (3.103) that �	= 2/tin is approximately spectral width
of the signal pulse. Thus the pulse spreading is known to become large for large
�
′′� and large spectral width �	 (small input pulse width tin).

The typical 
′′ value at 1�55-�m wavelength is about 
′′ =−2 × 10−2 ps2/m.
Figure 3.6 shows the output pulse waveform of a B= 10-Gbit/s pulse train with
the PCM (pulse code modulation) code of “110111”, when it was coupled into
the fiber having 
′′ = −2 × 10−2 ps2/m. The FWHM width of the input pulse is
�0 = 20 ps and bit rate B= 1/T , where T is the pulse repetition rate. It is shown
that the pulse broadening becomes large as the propagation length increases and
that the signal is almost completely lost at z= 50 km (propagation loss of the
fiber is assumed to be �=0 in Fig. 3.6). It should be noted here that even though
the optical power itself is not dissipated, the signal can be lost by the fiber
dispersion as shown in Fig. 3.6(c). In practical fibers, signal energy is further
lost by the attenuation of the fiber. Therefore there are two factors limiting the
transmission distance (or repeater spacing) of the signal in the fiber: dispersion
and attenuation. Two cases are considered, depending on the dominance of the
effects. First is a case where attenuation is larger than dispersion. For example,
for the case shown in Fig. 3.6(b), the signal cannot be received when the peak
intensity of the signal pulse of bit “1” becomes lower than the detection level
of the receiver, even though the signal distortion caused by dispersion is not
so large. This situation is called the “loss limit”. In contrast is the second case,
where dispersion is larger than attenuation. As shown in Fig. 3.6(c), when the
signal component is lost due to dispersion, the signal cannot be received even
though the optical energy itself is larger than the detection level. Such a situation
is called the “dispersion limit”.

The reduction in the attenuation of optical fibers owes much to improvements
in fabrication technologies, and the ultralow attenuation of 0.154 dB/km ��=
1�77 × 10−6m−1� has been achieved in the 1�55-�m region [1]. In contrast, the



86 Optical Fibers

Figure 3.6 Several pulse waveforms with PCM code of “11011.” (a) Input pulse waveform,
(b) output pulse waveform after z = 20 km of the fiber with 
′′ = −2 × 10−2 ps2/m, and (c) output
pulse after z = 50-km propagation.

dispersion characteristics of optical fiber are closely related with the refractive-
index profile. Therefore, an analysis method that enables the calculation of the
propagation constant 
 and its second derivative 
′′ for arbitrary index profiles
is strongly required.

The spectral intensity distribution of the pulse repetition sequence [Fig. 3.6(a)]
of the form

f�t�=
�∑

n=−�
A exp

{

−
[
�t− nT�
tin

]2

+ j	0t

}

(3.110)
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is given by

S�	�=
∣
∣
∣
∫ �

−�
f�t�e−j	tdt

∣
∣
∣
2

� (3.111)

When the peak intensity of S�	� is normalized to unity, it is expressed as

S�	�= lim
N→�

{[
sin�N��

2N sin��/2�

]2

e−��	−	0�tin

2/2

}

� (3.112)

where � denotes

�= �	−	0�T = 2��f − f0�T� (3.113)

The value in the parenthesis of Eq. (3.112) is unity for �=2m� (m is an integer)
and zero for all other value of �. Therefore, the spectral intensity distribution
S�	� becomes a line spectrum, as shown in Fig. 3.7. The interval in the line
spectrum is fm − fm−1 = 1/T . The envelope of S�	� is a Gaussian shape with
spectral FWHM of

�f = 0�44
�0

� (3.114)

Figure 3.7 Spectral intensity distribution of the pulse repetition sequence having the FWHM pulse
width of �0.
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The spectrum occupies the frequency width of about f0 − 0�5/�0 � f � f0 +
0�5/�0. Taking into account the relation �0 = tin

√
2 ln 2, the FWHM width in

terms of angular frequency is

�	= 2��f = 2�35
tin
� (3.115)

Substituting Eq. (3.115) into Eq. (3.109) the pulse broadening due to the disper-
sion is expressed approximately by

�t� �
′′z�	� � (3.116)

There are two basic modulation formats in PCM (pulse code modulation) as
shown in Fig. 3.8. One is a RZ (return-to-zero) pulse waveform as shown in
Fig. 3.8(a): the other is a NRZ (nonreturn-to-zero) pulse waveform, as shown
in 3.8(b). The pulse width of the RZ pulse for 1 bit is roughly �RZ = 0�5/B,
where B is a bitrate. On the other hand, the minimum pulse width of the NRZ
is about �NRZ = 1/B. From the relation (3.114) between pulse width and spectral
width for the Gaussian pulse, the spectral FWHM of the RZ pulse becomes
�fRZ � 0�5/�RZ =B and that of the NRZ pulse is �fNRZ � 0�5/�NRZ =B/2. It is
known that the bandwidth occupation in the NRZ pulse is half that in the RZ
pulse when transmitting the same bitrate B. The signal frequency range of an
NRZ pulse is known to be about f0 − B/2 � f � f0 + B/2 when considering
�0 = �NRZ = 1/B in Fig. 3.7.

3.6.2. Mechanisms Causing Dispersion

The signal delay (propagation) time in an optical fiber around the center
angular frequency 	0 is given by

t= L

vg
=
[
d


d	

]

	=	0

·L+ �	−	0�

[
d2


d	2

]

	=	0

·L� (3.117)

where vg is the group velocity [Eq. (3.108)] and L is the fiber length. When the
signal delay time is different with respect to the different spectral components,
which is caused by modulation or spectral broadening of the source itself, the
signal waveform is distorted at the receiver end of the single-mode fiber. In
the multimode fiber, the group velocity itself may be different from mode to
mode, and this causes the pulse broadening. There are four kinds of delay-time
dispersion of fibers.
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Figure 3.8 Two modulation formats in PCM: (a) RZ pulse and (b) NRZ pulse waveform.

3.6.2.1. Multimode Dispersion

Multimode dispersion is the delay-time dispersion caused by the difference
of group velocity of the various modes [the first term in rightmost equation
of Eq. (3.117)] in a multimode fiber. The 
−	 diagram in Fig. 3.9 shows the
transmission characteristics of an optical fiber. There are many dispersion curves
corresponding to the modes between the two lines 
= n1	/c and 
= n0	/c.
The inclination of the curve d
/d	 at the intersection point of the curve with
the constant-frequency line (dash-dotted line) gives the group velocity for each
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Figure 3.9 
–	 diagram of an optical fiber.

mode. Therefore multimode dispersion is caused by the difference of inclination
between many modes.

3.6.2.2. Polarization Mode Dispersion

Polarization mode dispersion is a delay-time difference between the orthog-
onally polarized HEx11 and HEy11 modes in the “nominally” single-mode fibers
or birefringent fibers (which will be described in Section 3.9). The slight bire-
fringence in the single-mode fiber is caused by the non concentricity of the core
and the elliptical deformation of the core.

The next two dispersions exist even when the fiber is truly single-moded.
They are caused by the last term in Eq. (3.117) and are proportional to the signal
spectral width �	−	0�.
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3.6.2.3. Material Dispersion

Material dispersion is a delay-time dispersion caused by the fact that the
refractive index of the glass material changes in accordance with the change
of the signal frequency (or wavelength). Figure 3.10 shows the dependence
of refractive indices of the core and cladding on the frequency for an opti-
cal fiber with relative refractive-index difference �= 0�6%. It is known from
Fig. 3.10 that the two dotted lines 
=n1	/c and 
=n0	/c, depicted as straight
lines in Fig. 3.9 are slightly, curved; that is, they are nonlinearly frequency
dependent. This nonlinearity of the refractive index causes a non zero value for
d2
/d	2.

Figure 3.10 Refractive indices of silica glass as a function of the angular frequency 	 (or wave-
length �).
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3.6.2.4. Waveguide Dispersion

Waveguide dispersion is a delay-time dispersion caused by the confinement of
light in the waveguide structure. As shown in Fig. 3.9 or 3.4, the dependence of
the propagation constant 
 (or normalized propagation constant b) on the angular
frequency 	 (or normalized frequency v) is nonlinear for light propagating in
the waveguide. Therefore waveguide dispersion is an essential dispersion that
inevitably exists in waveguides.

3.6.3. Derivation of Delay-time Formula

Let us calculate the first term of Eq. (3.117) which is related to the multimode
dispersion. The delay time t in the fiber relative to the delay time in a vacuum,
L/c, is given by

ct

L
= d


dk
� (3.118)

When we consider a plane wave (propagation constant 
0) propagating in a homo-
geneous material of refractive index n, the normalized delay time is expressed as

d
0

dk
= d�kn�

dk
= n+ kdn

dk
= n−�dn

d�
≡N� (3.119)

N is called the group index, since it is a function of both of the refractive index n
and also the group velocity vg through N =c�d
0/d	�=c/vg [11]. The refractive
index of silica glass is well approximated by the Sellmeier polynomial [12]

n���=
√√
√

1 +
3∑

i=1

ai�
2

��2 − bi�
�� � �m�� (3.120)

where the a’s and bi’s are Sellmeier coefficients. The coefficients for pure silica
glass are given by [13]

⎧
⎪⎨

⎪⎩

a1 = 0�6965325

a2 = 0�4083099

a3 = 0�8968766�

(3.121a)

⎧
⎪⎨

⎪⎩

b1 = 4�368309 × 10−3

b2 = 1�394999 × 10−2

b3 = 9�793399 × 101�

(3.121b)
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The Sellmeier coefficients in doped silica glasses depend on the dopant
material and concentration. For example, the Sellmeier coefficients of GeO2-
doped glass with 6.3 mol% concentration are given by

⎧
⎪⎨

⎪⎩

a1 = 0�7083952

a2 = 0�4203993

a3 = 0�8663412�

(3.122a)

⎧
⎪⎨

⎪⎩

b1 = 7�290464 × 10−3

b2 = 1�050294 × 10−2

b3 = 9�793428 × 101�

(3.122b)

The relative refractive-index difference between GeO2-doped glass of 6.3 mol%
concentration and pure silica glass is about �= 0�6%. Figure 3.10 shows the
refractive-index dispersion of a fiber having 6.3 mol% GeO2-doped glass as the
core �n1� and pure silica glass as the cladding �n0�.

The propagation constant 
 is expressed in terms of the normalized propaga-
tion constant b as


= k
√
n2

0 + �n2
1 − n2

0�b� k �n0 + �n1 − n0�b
 � (3.123)

Substituting the above equation into (3.118), we obtain

d


dk
=N0 + �N1 −N0�b+ k�n1 − n0�

db

dk
� (3.124)

Noticing the relation of k∝ v and that the difference between the core–cladding
refractive indices are almost the same as that between the group indices, we can
approximate as

�n1 − n0�� �N1 −N0�� (3.125)

Then Eq. (3.124) can be rewritten

d


dk
�N0 + �N1 −N0�

d�vb�

dv
� (3.126)

The normalized delay time d
/dk can be calculated from the v–b dispersion
curve and group indices N1 and N0 as follows.

Group indices N1 and N0 are calculated from Eqs. (3.119) and (3.120).
Figure 3.11 shows the group indices of a fiber consisting of a core with 6.3 mol%
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Figure 3.11 Group indices of a fiber consisting of a core with 6.3 mol% GeO2-doped glass and a
pure silica cladding.

GeO2-doped glass and a pure silica cladding. Next we will consider the calcu-
lation of d�vb�/dv. First, the unified dispersion equation (3.74) for the LPm�
mode is differentiated by v. Here it is expressed by reversing the denominator
and numerator:

uJm−1�u�

Jm�u�
= −wKm−1�w�

Km�w�
(3.127)

so that the differentiation becomes easy.
The differentiation of both terms in Eq. (3.127) with respect to v gives

d

du

[
uJm−1

Jm

]
du

dv
= − d

dw

[
wKm−1

Km

]
dw

dv
� (3.128)
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where

d

du

[
uJm−1

Jm

]
= u

[
Jm−1�u�Jm+1�u�

J 2
m�u�

− 1
]
� (3.129a)

and

d

dw

[
wKm−1

Km

]
=w

[
Km−1�w�Km+1�w�

K2
m�w�

− 1
]
� (3.129b)

Here we can be express (3.127) in a different form when we notice the recurrence
relation of Bessel functions (3.42) and (3.43) and obtain

uJm+1�u�

Jm�u�
= wKm+1�w�

Km�w�
� (3.130)

Combining Eqs. (3.127) and (3.130), we obtain the relation

Jm−1�u�Jm+1�u�

J 2
m�u�

= −w
2

u2

Km−1�w�Km+1�w�

K2
m�w�

� (3.131)

Moreover, when we put the relation u2 + w2 = v2 and Eqs. (3.84), (3.129)
and (3.131) into Eq. (3.128), it is reduced to

du

dv
= u

v
�1 − �m�w�
 � (3.132)

Considering the relation of u = v
√

1 − b, we obtain the expression for
d�vb�/dv as

d�vb�

dv
= b+ 2�1 − b��m�w�� (3.133)

Figure 3.12 shows the dependence of d�vb�/dv for the LPm� mode on the
normalized frequency v. When the electromagnetic energy is tightly confined
in the core—in other words for large v—the normalized group delay d�vb�/dv
approaches unity. In such a condition, it is known from Eqs. (3.118) and (3.126)
that d
/dk=N1, and the delay time becomes

t= N1L

c
� (3.134)

Multimode dispersion is defined as the dispersion of the group delay time of
each mode at a certain frequency. Therefore, multimode dispersion of a step-
index fiber can be obtained by calculating the variance of the value d�vb�/dv of
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Figure 3.12 Normalized group delay for the step-index fiber.

each mode at the intersecting point of the normalized group delay curve with the
straight line at a fixed v-value in Fig. 3.12. However, there are several hundreds
of modes [refer to Eq. (3.186) in Section 3.7.2] in the multimode fiber with
�= 1% and 2a= 50�m, and therefore it is quite tedious to calculate d�vb�/dv
for each mode. Moreover, the optimum refractive-index profile of a multimode
fiber, in which multimode dispersion becomes a minimum, is a quadratic-index
profile rather than a step-index profile. The WKB (Wentzel–Kramers–Brillouin)
method is a suitable way to analyze the propagation characteristics and dispersion
properties of graded-index fibers. Analysis of graded-index fibers using the WKB
method will be described in Section 3.7.

3.6.4. Chromatic Dispersion

The sum of material dispersion and waveguide dispersion is called chro-
matic dispersion. Group delay-time dispersion is given, as shown in Eq. (3.116)
or (3.117), by

�t=
[
d2


d	2

]

	=	0

·L �	� (3.135)
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This equation can be rewritten using the relations 	= kc and k= 2�/� as

�t= −��
�

L

c
k
d2


dk2
� (3.136)

where ��/� represents the relative spectral width of the signal source. Differ-
entiation of Equation (3.126) by k while keeping the relation v∝ k in mind
gives

k
d2


dk2
= kdN0

dk
+ kd�N1 −N0�

dk

d�vb�

dv
+ �N1 −N0�v

d2�vb�

dv2
� (3.137)

The derivative of the group index N given by Eq. (3.119) with respect to k is
then reduced to

k
dN

dk
= −�dN

d�
=�2 d

2n

d�2
≡ s� (3.138)

s is a normalized material dispersion and is readily obtained by differentiating
the refractive index n expressed by the Sellmeier polynomial. Figure 3.13 shows
the normalized material dispersions of a fiber consisting of a core with 6.3 mol%
GeO2-doped glass and pure silica cladding. It is known that the material disper-
sion of silica-based optical fiber becomes zero in the 1�3-�m region.

In Eq. (3.137), vd2�vb�/dv2 is obtained by differentiating Eq. (3.133) by v
and may be written

v
d2�vb�

dv2
= 2�1 − b��m�w�

[
�1 − 2 �m�+

(
1 + �1 − b�

b
�m

)
�2 − �m�

]
� (3.139)

where �m is given by

�m�w�=w
[
Km−1�w�

Km�w�
+ Km+1�w�

Km�w�
− Km�w�

Km+1�w�
− Km�w�

Km−1�w�

]
� (3.140)

and

d�m
dw

= �m
w
�2 − �m�� (3.141)

Figure 3.14 shows the normalized waveguide dispersion vd2�vb�/dv2 of the
LPm� modes for a step-index fiber. It is shown that vd2�vb�/dv2 > 0 in the
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Figure 3.13 Normalized material dispersions of a fiber consisting of a core with 6.3 mol% GeO2-
doped glass and pure silica cladding.

single-mode region �v < 2�405� of the step-index fiber. Equation (3.137) can
then be simplified to

k
d2


dk2
= s0 + �s1 − s0�

d�vb�

dv
+ �N1 −N0�v

d2�vb�

dv2
� (3.142)

Strictly speaking, material dispersion and waveguide dispersion are complicat-
edly mixed and cannot be separated into two independent dispersions. However,
the third term in Eq. (3.142) clearly represents the influence of the waveguide
structure. Therefore, here the third term is defined as the waveguide dispersion
and the sum of the first and second terms is defined as the material dispersion,
respectively. Although the pulse broadening due to chromatic dispersion is given
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Figure 3.14 Normalized waveguide dispersion for the step-index fiber.

by (3.136), the dispersion is usually expressed in terms of unit fiber length and
unit spectral broadening:

�= �t

L ��
= − 1

c�
k
d2


dk2
� (3.143)

The chromatic dispersion is then expressed as

�=�m +�w� (3.144)

where

�m = − 1
c�

[
s0 + �s1 − s0�

d�vb�

dv

]
(3.145a)

and

�w = − �N1 −N0�

c�
v
d2�vb�

dv2
� (3.145b)

Figures 3.15, 3.16, and 3.17 show the effective indices 
/k [Eq. (3.123)], normal-
ized delay times d
/dk [Eq. (3.126)] and chromatic dispersions � [Eq. (3.144)]
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Figure 3.15 Effective indices 
/k of a fiber consisting of a core with 6.3 mol% GeO2-doped glass
and pure silica cladding. (Dotted lines indicate the refractive indices of core and cladding).

for the two core diameters 2a= 7�0�m and 2a= 4�5�m in a fiber consisting of
a core with 6.3 mol% GeO2-doped glass and a pure silica cladding. As shown in
Figs. 3.13 and 3.17, the material dispersion of GeO2-doped glass is almost the
same as that of pure silica glass �s1 − s0 ≈ 0�. The dependence of the waveguide
dispersion on the normalized frequency v, which is shown in Fig. 3.14, is plotted
in Fig. 3.18 as a function of the normalized wavelength �/�c, where �c is the
cutoff wavelength of the LP11 mode. The normalized waveguide dispersion at
the cutoff v= vc��/�c = 0� is

− c�

�N1 −N0�
�w = vd

2�vb�

dv2
= 0�193�
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Figure 3.16 Normalized delay times d
/dk of a fiber consisting of a core with 6.3 mol% GeO2-
doped glass and pure silica cladding. (Dotted lines indicate the group indices of core and cladding).

and becomes a maximum at v= 1�131��/�c = 2�126� given by

− c�

�N1 −N0�
�w = vd

2�vb�

dv2
= 1�464�

It is known that the value of the waveguide dispersion �w can be controlled
by selecting appropriate values of the waveguide parameters N1� N0 and wave-
length �.
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Figure 3.17 Chromatic dispersions � of a fiber consisting of a core with 6.3 mol% GeO2-doped
glass and pure silica cladding. (Dotted lines indicate the normalized dispersions of core and cladding).

3.6.5. Zero-dispersion Wavelength

Chromatic dispersion in a single-mode fiber is the sum of material dispersion
and waveguide dispersion, as shown in Eqs. (3.144) and (3.145). As described
in the previous section, the waveguide dispersion can be controlled by proper
choice of the waveguide parameters, while the material dispersion is almost
independent of these parameters. Therefore, the zero dispersion wavelength, at
which the sum of material and waveguide dispersions becomes zero, can also
be controlled by changing the core diameter 2a and relative refractive-index
difference � (more generally the cutoff wavelength �c). Figures 3.19(a) and (b)
show material, waveguide and total dispersions of fibers having (a) �= 0�3%
and 2a=8�2�m and (b) �=0�7% and 2a=4�6�m, respectively. It is confirmed
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Figure 3.18 Normalized waveguide dispersion of the LP01 mode in a step-index fiber.

from the figure that the zero dispersion wavelength can be made coincident with
the 1�55-�m minimum loss wavelength of optical fibers.

3.7. WAVE THEORY OF GRADED-INDEX FIBERS

3.7.1. Basic Equations and Mode Concepts in
Graded-index Fibers

First, the basic equations for wave propagation in graded-index fibers are
derived. The detailed treatment is described in Ref. 3. We express the refractive-
index distribution and the propagation constant in the forms

n2�r�= n2
1�1 − f�r�
� (3.146)


2 = k2n2
1�1 −��� (3.147)
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Figure 3.19 Material ��m�, waveguide ��w� and total dispersions ��=�m +�w� of fibers having
(a) �= 0�3% and 2a= 8�2�m and (b) �= 0�7% and 2a= 4�6�m, respectively.
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where n1 is the maximum refractive index in the core and therefore f is assumed
to be f�r�> 0. Let us express Ez and Hz as products of functions of r and �:

Ez = k2n2
1



��r� cos�n�+�n�� (3.148a)

Hz =	�1 �r� sin�n�+�n�� (3.148b)

where n denotes an integer and �n= 0 or �/2. Substituting Eqs. (3.146)–(3.148)
into Maxwell’s equation (refer to Eqs. (3.250) and (3.251) in Appendix 3A) and
using the weakly guiding approximation

1 − f � 1 1 −�= 
2

k2n2
1

� 1� (3.149)

we obtain

��− f�1

r

d

dr

[
1

��− f�r
d�

dr

]
+
[
k2n2

1��− f�− n2

r2

]
�

+n
r
��− f� d

dr

(
1

�− f
)

= 0� (3.150)

��− f�1
r

d

dr

[
1

��− f�r
d 

dr

]
+
[
k2n2

1��− f�− n2

r2

]
 

+n
r
��− f�� d

dr

(
1

�− f
)

= 0� (3.151)

The transverse electromagnetic field components are expressed in terms of �
and  :

Er = −j 1
�− f

[
d�

dr
+ n

r
 

]
cos�n�+�n�� (3.152)

E� = j 1
�− f

[
d 

dr
+ n

r
�

]
sin�n�+�n�� (3.153)

Hr = −j 

	�0

1
��− f�

[
d 

dr
+ n

r
�

]
sin�n�+�n�� (3.154)

H� = −j 

	�0

1
�− f

[
d�

dr
+ n

r
 

]
cos�n�+�n�� (3.155)

The case with �= 0 and n= 0 in Eqs. (3.150)–(3.155) corresponds to the
TE mode and the case with  = 0 and n= 0 corresponds to the TM mode,
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respectively. If we write

R�r�=

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

j
1

�− f
d 

dr
TE mode (3.156a)

−j 1
�− f

d�

dr
TM mode (3.156b)

for each TE or TM mode and substitute them to Eqs. (3.150) and (3.151), we
obtain

 = j

k2n2
1

[
dR

dr
+ 1
r
R

]
TE mode� (3.157a)

�= −j
k2n2

1

[
dR

dr
+ 1
r
R

]
TM mode� (3.157b)

Further, substituting each of the equations into Eqs. (3.156a) or (3.156b), we
obtain the unified wave equation for TE and TM modes:

1
r

d

dr

(
r
dR

dr

)
+
[
k2n2

1��− f�− 1
r2

]
R= 0� (3.158)

We next consider the hybrid modes. We introduce two new variables:

�= �+ 
2

� (3.159)

�= �− 
2

� (3.160)

If we take the sum and difference of Eqs. (3.150) and (3.151) and rewrite these
equations in terms of � and �, we obtain

��− f�1
r

d

dr

[
1

��− f�r
d�

dr

]
+
[
k2n2

1��− f�− n2

r2

]
�

−n
r
��− f�� d

dr

(
1

�− f
)

= 0� (3.161)

��− f�1
r

d

dr

[
1

��− f�r
d�

dr

]
+
[
k2n2

1��− f�− n2

r2

]
�

+n
r
��− f�� d

dr

(
1

�− f
)

= 0� (3.162)

It is now understood that if we make appropriate approximations [Eq. (3.149)]
and transformation of the variables [Eqs. (3.159) and (3.160)], the original
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simultaneous differential equations [Eqs. (3.150) and (3.151)] can be separated
into two independent equations for two scalar quantities � and �. Therefore, as
in the cases for TE and TM modes, we have two independent cases; they are
(1) �= 0�� �= 0 and (2) � �= 0��= 0. Waves satisfying condition (1) correspond
to EH modes, and those satisfying condition (2) correspond to HE modes, which
are identified by comparing the electromagnetic fields of these modes with those
of step-index fibers.

a. EH Mode:

From �= 0 we obtain �=�= − . Hence, if we write

R�r�= −j 1

�− f
[
d�

dr
− n

r
�

]
� (3.163)

and substitute this into Eq. (3.161), we obtain

�= −j
k2n2

1

[
dR

dr
+ n+ 1

r
R

]
� (3.164)

Furthermore, by substituting Eq. (3.164) into Eq. (3.163), we obtain the differ-
ential equation

1
r

d

dr

(
r
dR

dr

)
+
[
k2n2

1��− f�− �n+ 1�2

r2

]
R= 0� (3.165)

This equation is the wave equation for EH modes.

b. HE Mode:

From �= 0 we obtain �=�= . Therefore, if we write

R�r�= −j 1

�− f
[
d�

dr
+ n

r
�

]
� (3.166)

and substitute this into Eq. (3.162), we obtain

�= −j
k2n2

1

[
dR

dr
− n− 1

r
R

]
� (3.167)

By substituting Eq. (3.167) into Eqs. (3.166), we obtain the differential equation

1
r

d

dr

(
r
dR

dr

)
+
[
k2n2

1��− f�− �n− 1�2

r2

]
R= 0� (3.168)

This is the wave equation for HE modes.
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Comparing Eqs. (3.158), (3.165) and (3.168), we now find that the basic wave
equation for graded-index fibers is given by

1

r

d

dr

(
r
dR

dr

)
+
[
k2n2�r�−
2 − m2

r2

]
R= 0� (3.169)

where the integer m has already been defined in Eq. (3.73) as

m=

⎧
⎪⎨

⎪⎩

1 TE andTM modes �n = 0�

n+ 1 EH mode �n� 1�

n− 1 HE mode �n� 1��

(3.170)

In most practical fibers, the refractive index varies in the core but is constant
in the cladding; moreover, an index step is often present at the core–cladding
boundary. Therefore, it is usually much more convenient to solve the wave
equation in the core and cladding separately (an analytical solution is obtained in
the cladding, since the refractive index is uniform) and to match those solutions at
the core–cladding boundary in accordance with the physical boundary conditions.
If the transverse field functions in the core and cladding are denoted by R�r�
and Rclad�r�, respectively, the boundary conditions under the weakly guiding
approximation are given by

R�a�=Rclad�a�� (3.171)
[
dR

dr

]

r=a
=
[
dRclad

dr

]

r=a
� (3.172)

Several methods are known for the analysis of graded-index fibers: the WKB
(Wentzel–Kramers–Brillouin) method [14], finite element method (FEM) [15],
among others. The WKB method is suitable for the analysis of multimode fibers
of large v-value. On the other hand, the FEM is suitable for the analysis of
single-mode graded-index fibers, since it requires a numerical calculation. The
WKB method of analysis is described in the following section, and FEM is
explained in detail in Chapter 6.

3.7.2. Analysis of Graded-index Fibers
by the WKB Method

Here we describe the analysis of multimode graded-index fibers using the
WKB method in accordance with the treatment in Ref. 16. When we apply the
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WKB method to the wave equation of graded-index fibers (3.169), the dispersion
equation that determines the propagation constant of the �m��� mode is given by

∫ r2

r1

[
k2n2�r�−
2 − m2 − 1/4

r2

]1/2

dr =
(
�− 1

2

)
�� (3.173)

where r1 and r2 denote the turning points where the value in the brackets in
Eq. (3.173) becomes zero. In practical multimode fibers with �= 1% and 2a=
50�m, the total number of propagation modes is several hundreds. Therefore,
we can assume in Eq. (3.173) that m
 1 and �
 1. Then Eq. (3.173) is
approximated

∫ r2�m�

r1�m�

[
k2n2�r�−
2 − m2

r2

]1/2

dr � ��� (3.174)

Although Eq. (3.174) has some errors for small m and �, it can be applied
to the majority of the modes in multimode fibers. Henceforth, we proceed as if
Eq. (3.174) holds for any set of m and �. If the maximum radial mode number of
a propagation mode with an azimuthal mode number m is denoted by �max�m�,
we may write, directly from Eq. (3.174),

�max�m�=
1
�

∫ r2�m�

r1�m�

[
k2n2�r�−
2

min − m2

r2

]1/2

dr� (3.175)

where 
min is the minimum 
 for the azimuthal mode number m under consid-
eration. From Eq. (3.175) we see that �max�m� radial modes ��= 1�2� � � � � �max�
are included for each azimuthal mode m�m= 0�1� � � � �mmax�. The larger the
azimuthal mode number m, the smaller the maximum radial mode number
�max�m�. This relation is illustrated in Fig. 3.20. The maximum propagation con-
stant 
max is when m= 0 and �= 1. The minimum propagation constant 
min

is given, from the cutoff condition, by 
min = kn0. Therefore, if the number of
modes having a propagation constant between 
 and 
max is denoted by v�
�, it
can be found approximately by counting the number of circles plotted beneath
the lower left of the dashed curve in Fig. 3.20:

v�
�= 4
∫ m0�
�

0
��m�dm= 4

�

∫ m0�
�

0

∫ r2�m�

r1�m�

[
k2n2�r�−
2 − m2

r2

]1/2

dr dm�

(3.176)

where m0�
� is the maximum m for a given 
. The factor 4 in the right-hand side
of Eq. (3.176) expresses the fact that four conventional modes belong to each
LP mode (refer to Table 3.2). Note also that the summation for m is replaced by
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Figure 3.20 Relation between the propagation constant 
 and mode numbers m and �.

the integration with respect to m because m0 
 1 is assumed. From Eq. (3.176)
we see that �k2n2�r�−
2 −m2/r2
1/2 should be integrated in the hatched region
of Fig. 3.21. Exchanging the order of integration, we can rewrite Eq. (3.176) as

v�
�= 4
�

∫ r2�0�

0

∫ r�k2n2−
2�1/2

0

[
k2n2�r�−
2 − m2

r2

]1/2

dmdr� (3.177)

Figure 3.21 Region of integration in Eq. (3.176).
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In this expression, the upper limit of the integral m0�
� is replaced by

m0 = r [k2n2�r�−
2
]1/2

(3.178)

because m0 is obtained by putting �= 0 into Eq. (3.174). The integration with
respect to m can be performed without difficulty to obtain

v�
�=
∫ r2�0�

0

[
k2n2�r�−
2

]
r dr� (3.179)

We consider here the so-called �-power refractive-index profile

n�r�= n1

[
1 − 2�

( r
a

)�]1/2

�0 � r � a�� (3.180)

n0 = n1�1 − 2��1/2 �r>a�� (3.181)

where the power coefficient � is assumed to range between 1 and �. Profiles
for various values of � are shown in Fig. 3.22. The usefulness of this profile
lies in the fact that it approximates the actual profiles found in many fibers. For
example, �= 2 represents the quadratic-index profile and �=� corresponds to
the step-index fiber.

Figure 3.22 �-power refractive-index profile given by Eqs. (3.180) and (3.181).
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Substituting Eqs. (3.180) and (3.181) into Eq. (3.179) and performing the
integration, we obtain

v�
�= k2n2
1�r2�0�

2

[
k2n2

1 −
2

k2n2
12�

− 2

�+ 2

(
r2�0�
a

)�]
� (3.182)

In this equation, r2�0� denotes the outer turning point for m= 0; that is, the
solution of the equation k2n2�r2�−
2 =0. Then we have the relation for r2�0�/a
in the form

r2�0�
a

=
(
k2n2

1 −
2

k2n2
12�

)1/�

� (3.183)

Substitution of Eq. (3.183) into Eq. (3.182) gives

v�
�= �

�+ 2
k2n2

1�a
2

(
k2n2

1 −
2

k2n2
12�

)��+2�/�

� (3.184)

The total number of propagating modes N obtained by setting 
=
min = kn0 in
Eq. (3.184) is

N = �

�+ 2
k2n2

1�a
2 = �

�+ 2
v2

2
� (3.185)

where the normalized frequency v, which is a quantity defined by Eq. (3.20)
for step-index fibers, is used also for the graded-index fibers. The total mode
number of step-index fibers ��= �� is

N = v2

2
� (3.186)

and that for quadratic-index fibers ��= 2� is

N = v2

4
� (3.187)

From Eq. (3.184), the propagation constant 
 in terms of N is


= kn1

[
1 − 2�

( v
N

)�/��+2�
]1/2

� (3.188)

As in the case of the normalized frequency v, we apply the definition of
Eq. (3.82) for the normalized propagation constant to graded-index fibers. Then

 is expressed as


= k [n2
0 + b�n2

1 − n2
0�
]1/2 = k n1�1 − 2��1 − b�
1/2� (3.189)

Moreover, for the convenience of the calculation in the following subsection,
we introduce a new variable that is directly related with b

x= 1 − b� (3.190)



Wave Theory of Graded-index Fibers 113

Comparing each term of Eqs. (3.188) and (3.189) and using Eq. (3.190), we
obtain

v
N

= x��+2�/�� (3.191)

3.7.3. Dispersion Characteristics of Graded-index Fibers

The group delay time in optical fibers is given by Eq. (3.117). In multimode
fibers, the first term in the right-hand side equation has a dominant effect over
multimode dispersion. Then the delay time is expressed by

t= L

vg
=
[
d


d	

]

	=	0

·L= L

c

d


dk
� (3.192)

Substituting this equation into Eq. (3.188) and noting that the refractive index
n1 and relative index difference � are all wavelength dependent, we obtain

t= L N1

c

1
�1 − 2�x�1/2

[
1 −

(
2 + y

2
+ n1

N1

k

x

dx

dk

)
�x

]
� (3.193)

where N1 is the group index and y is a quantity measuring the wavelength
dependence of �, which is defined by [17]

y= 2n1

N1

k

�

d�

dk
= −2n1

N1

�

�

d�

d�
� (3.194)

Figure 3.23 shows the wavelength dependence of � and y in a GeO2-doped
optical fiber. Here, when we consider the relation dN/dk= �N/k��2 + y/2�,
which is derived from Eq. (3.185), we obtain

k

x

dx

dk
= − �

�+ 2

(
2 + y

2

)
� (3.195)

Substituting Eq. (3.195) into Eq. (3.193) and using the Taylor series expansion
�1 − 2�x�−1/2 � 1 +�x+ �3/2��2x2, the delay time can be rewritten as

t= LN1

c

[
1 + ��− 2 − y�

��+ 2�
�x+ �3�− 2 − 2y�

2��+ 2�
�2x2 +O��3�

]
� (3.196)

The second and third terms this equation represent the dependence of the delay
time on the mode order x. Since �	 1, the delay-time difference is determined
mainly by the second term. Therefore, multimode dispersion becomes quite small
when the index profile

�=�0 = 2 + y� (3.197)
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Figure 3.23 Wavelength dependence of (a) index difference � and (b) parameter y of a fiber
consisting of a core with 6.3 mol% GeO2-doped glass and pure silica cladding.
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More precisely, the multimode dispersion is a function of the delay time t. Then
the multimode dispersion �t is obtained from the impulse response h�t� as

�t=
[∫ �

−�
h�t�t2dt− �t�2

]1/2

� (3.198a)

where the average delay time �t� is given by

�t� =
∫ �

−�
h�t�t dt� (3.198b)

The impulse response of the �-power fiber is given by Ref. 16 as

h�t�=

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

��+ 2�
�

∣
∣
∣
∣
��+ 2�

��− 2 − y��
∣
∣
∣
∣

��+2�/�

�2/� �� �= 2 + y�� (3.199a)

2
�2

��= 2 + y�� (3.199b)

where � denotes the normalized delay-time difference, which is defined by

�= ct

N1L
− 1� (3.200)

Figure 3.24 shows the impulse responses for several �-power graded-index
fibers. Since h��� = 1/� in step-index fibers, the multimode dispersion is
obtained from Eq. (3.198) as

�t= 0�289
N1L

c
�� (3.201)

Figure 3.24 Impulse response of �-power graded-index fibers.
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Substituting Eqs. (3.196) and (3.199) into Eqs. (3.198) and finding out the value
which minimizes �t, the optimum � value for graded-index fibers is obtained
by [17]

�opt = 2 + y−��4 + y��3 + y�
�5 + 2y�

� (3.202)

The multimode dispersion in a fiber having an �opt-power profile is

�t= 0�022
N1L

c
�2� (3.203)

When we compare Eq. (3.203) with Eq. (3.201), we find that the dispersion of an
�opt-power profile is about �/13�1/1300 for �= 1%� smaller than that of step-
index fibers. However, it is quite difficult to fabricate graded-index fibers having
the optimum �opt-power profile, since multimode dispersion is very sensitive to
slight changes in the profile parameter. When, for example, the profile parameter
deviates slightly from the optimum value to �= �opt�1 ± ��, the multimode
dispersion becomes six times larger than the minimum value of Eq. (3.203).

The optimum profile parameter �opt depends on the dopant material and
the wavelength. Figure 3.25 shows the wavelength dependence of �opt��� in

Figure 3.25 Wavelength dependence of �opt ��� in the GeO2-doped core fiber.
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Figure 3.26 Wavelength dependence of the bandwidth of graded-index multimode fiber.

GeO2-doped core fiber. To the contrary, the profile parameter ���� of the fabri-
cated fiber is known to be almost independent of the wavelength. Therefore, the
transmission bandwidth of graded-index fiber (refer to the Section 3.8) becomes
maximum at the wavelength �opt where ����=�opt��� is satisfied and decreases
rapidly on both sides of the optimum wavelength, as shown in Fig. 3.26.

3.8. RELATION BETWEEN DISPERSION
AND TRANSMISSION CAPACITY

We have investigated the influence and the magnitude of several kinds of
dispersion (multimode, material and waveguide) on the delay-time dispersion �t
(pulse broadening). Here let us consider the relation between the pulse broadening
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�t and the transmission bandwidth of an optical fiber. When the pulse broadening
of an optical fiber is �t, the impulse response is expressed by [18]

h�t�= 1

�t
√

2�
exp

[
− t2

2��t�2

]
� (3.204)

where we assume a Gaussian-shaped optical pulse. It is readily confirmed that
h�t�, given by Eq. (3.204), satisfies Eq. (3.198). The baseband frequency response
of an optical fiber is given by the Fourier transformation of the impulse response
h�t� as

H�f�=
∫ �

−�
h�t� exp�−j2��f − f0�t
dt= exp

{
−
[√

2��f − f0��t
]2
}
� (3.205)

where f0 denotes the center frequency of the signal. As described in Section 3.6.1,
the NRZ signal pulse occupies the frequency range

�f − f0��
B

2
�

where B denotes bitrate; that is, the minimum and the maximum frequencies are
given by

⎧
⎪⎪⎨

⎪⎪⎩

fmin � f0 − B

2
�

fmax � f0 + B

2
�

(3.206)

It is known from Eq. (3.205) that the baseband frequency response decreases
as the modulation frequency f (or bitrate B) increases. We define here the max-
imum modulation frequency fmax as the frequency which satisfies the following
relation [18]:

10 log
H�fmax�

H�f0�
�−1 �dB
� (3.207)

This equation means that the baseband frequency response H�f� becomes 1 dB
smaller than H�f0��= 1� at fmax. Combining Eqs. (3.205)–(3.207), we obtain

B · �t� 1
�

√
2 ln 100�1 � 0�22� (3.208)

Then the upper limit of the bitrate is given by

B�
0�22
�t

�bit/s
� (3.209)
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when the pulse broadening due to the dispersion of the fiber is �t. We will
investigate the signal transmission capacity for several typical cases in multimode
and single-mode fibers.

3.8.1. Multimode Fiber

The transmission capacities of a step-index multimode fiber and a graded-
index fiber having an �opt profile are expressed from Eqs. (3.201) and (3.203) as

B�

⎧
⎪⎪⎨

⎪⎪⎩

15�4
L

�Mbit/s
 step-index profile (3.210a)

20�3
L

�Gbit/s
 �opt profile� (3.210b)

where L denotes the fiber length, in kilometers, and an index difference of
�= 1% and group index of N1 = 1�48 are assumed.

3.8.2. Single-mode Fiber

The pulse broadening of single-mode fiber is given by

�t=�L��
as shown in Eq. (3.143). �t is proportional to the chromatic dispersion of the
fiber � and the spectral width of the signal source ��. Let us consider the case
that the signal center wavelength is �0 = 1�55�m and the chromatic dispersion
is � = 1 ps/km · nm, respectively. There are two possible situations, depending
on the magnitude of spectral broadening due to the laser itself and the signal
modulation.

3.8.2.1. Case I-Spectral Broadening Due to the Signal Modulation
is Larger than that of the Laser.

The signal frequency range of an NRZ pulse is given by Eq. (3.206). If we
rewrite this in terms of the wavelength, we obtain

B= fmax − fmin = c

��0 − ��� − c

��0 + ��� � 2c��

�2
0

� (3.211)

where �� is the spectral broadening caused by the signal modulation. It is then
known that the spectral broadening due to the signal modulation at a bitrate of
B is given by

��= �2
0

2c
B� (3.212)
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For example, when the bitrate of the NRZ pulse is B= 10 Gbit/s the spectral
broadening becomes ��= 0�04 nm. Substituting Eqs. (3.212) and (3.143) into
Eq. (3.209), we obtain the relation between the bitrate B and chromatic disper-
sion �:

B�

√
0�44c

�2
0�L

= 234√
L

�Gbit/s
� (3.213)

3.8.2.2. Case II: Spectral Broadening of the Laser is Larger than that
Due to the Signal Modulation.

Since the spectral broadening �� for the expression �t=�L�� is determined
by the spectral width �� of the laser, we readily obtain B from Eq. (3.209):

B�
0�22

� · �� ·L �Gbit/s
� (3.214)

For example, when the spectral broadening of the laser is ��= 1 nm, we obtain
the maximum bitrate B as

B�
220
L

�Gbit/s
�

When we compare Eqs. (3.213) and (3.214), we readily understand that the
fiber length dependences are different for the two spectral broadening cases. The
maximum bitrates for the fiber length L= 100 km are

B=
{

23�4 �Gbit/s
 Case I�
2�2 �Gbit/s
 Case II�

It is obvious that the maximum bitrate is high when the spectral width of the
laser is narrower than that caused by the signal modulation. It is also known that
the bandwidth of a single-mode fiber is higher than that of a multimode fiber,
even with the optimum �opt profile.

3.9. BIREFRINGENT OPTICAL FIBERS

3.9.1. Two Orthogonally-polarized Modes in Nominally
Single-mode Fibers

In the axially symmetric single-mode fiber, there exist two orthogonally polar-
ized modes, as shown in Section 3.5. They are known as HEx11 and HEy11 modes
in accordance with their polarization directions. If the fiber waveguide structure
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is truly axially symmetric, these orthogonally polarized modes have the same
propagation constants and thus they are degenerate. This is why such fiber is
called “single-mode” fiber. In practical fibers, however, an axial nonsymmetry is
generated by the core deformation and/or core eccentricity to the outer diameter,
and it causes a slight difference in the propagation constants of the two polar-
ization modes. In such fibers, the state of polarization (SOP) of the output light
randomly varies, since the mode coupling take place between HEx11 and HEy11

modes, which is caused by fluctuations in core diameter along the z-direction,
vibration and temperature variations. Therefore, such fibers cannot be used for
applications in optical fiber sensors and in coherent optical communications in
which SOP and interference effects are utilized.

Birefringent fibers have been proposed and fabricated to solve such polar-
ization fluctuation problems [19]. The difference of the propagation constants
between HEx11 and HEy11 modes are intentionally made large in birefringent fibers.
Birefringent fibers are also called polarization-maintaining fibers.

Mode coupling (or mode conversion) between HEx11 and HEy11 modes occurs
strongly (refer to Chapter 4) when there exists the same, or nearly equal, fre-
quency components in the longitudinal fluctuations as the difference of the
propagation constants �
= 
x − 
y between the two modes. The strength of
the mode coupling is proportional to the magnitude of the spatial frequency
component of the fluctuation. Figure 3.27 shows the measured power density of
the spatial frequency in the fluctuations in the outer diameter of a single-mode
optical fiber [20]. The power spectrum of the core fluctuation is considered to be
the same as that of Fig. 3.27. It is known that the power spectrum of fluctuation
is high for the low-spatial-frequency components and decreases rapidly for the
high-spatial-frequency components. Then, if we make a birefringent fiber having

Figure 3.27 Measured power density of the spatial frequency in the fluctuations in the outer
diameter of single-mode optical fiber. (After Ref. [20]).
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a very large propagation constant difference �
 between the HEx11 and HEy11

modes, the mode coupling decreases, since the spatial frequency component of
the fluctuation with the magnitude of �
 is quite small.

Birefringent fibers are classified into two categories: (1) geometrical bire-
fringence type and (2) stress-induced birefringence type [21]. In the geometrical
birefringence type, the birefringence is produced by the axially asymmetrical core
or core vicinity structures. To the contrary, birefringence in the stress-induced
birefringence type is generated by a nonsymmetric stress in the core. In the
geometrical birefringence fiber, however, there generally exists nonsymmetrical
stress distributions if there is an axial nonsymmetry in the waveguide structure.
Therefore, practically it is quite difficult to realize the purely geometrical bire-
fringence type fibers. On the contrary, it is possible to generate the difference
�
 of the propagation constants purely by the stress effect.

Figure 3.28 shows the cross-sectional structures of typical birefringent fibers.
Figures 3.28(a) and (b) belong to the geometrical birefringence type. The differ-
ence �
 of the propagation constants between HEx11 and HEy11 modes is produced
by the elliptic-core deformation [22] in (a) and by the lower refractive-index
regions than the core [23] or air holes [24] on both sides of the core in (b). On
the other hand, Figs. 3.28(c)–(e) belong to the stress-induced type fibers [25–27].
The dark regions in these figures are stress-applying parts in which doped silica
glasses having large thermal expansion coefficients are inserted. When stress-
applying parts are cooled after the fiber drawing, they apply a large stress (or
strain) to the core since they shrink tightly. Generally, a large tensile force is
generated along the x-axis direction and a compressive force along the y-axis
direction [21], respectively, since stress-applying parts are allocated in the x-
axis direction. The refractive index of the glass under stress is changed by the
photoelastic effect [28]. Therefore the refractive indices of the core for HEx11

and HEy11 modes become different due to the difference in the stress in the core
region.

Figure 3.28 Cross-sectional structures of typical birefringent fibers: (a) elliptic-core fiber, (b)
side-pit or side-tunnel fibers, (c) PANDA fiber, (d) Bow-tie fiber, and (e) elliptical-jacket fiber.
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The modal birefringence B is defined as the normalized difference of the
propagation constants between the HEx11 and HEy11 modes to the wavenumber k:

B= �
x −
y�
k

= �


k
� (3.215)

As described later, the modal birefringence of a typical birefringent fiber is
B= 1 × 10−4 − 6 × 10−4. The corresponding spatial frequency at �= 1�m is
�B= 6�3–7�7 cm−1. The power densities of the core fluctuations for such high-
spatial-frequency components are confirmed to be quite small in Fig. 3.27.
Therefore, mode coupling is well suppressed in birefringent fibers.

3.9.2. Derivation of Basic Equations

In order to calculate the electromagnetic fields Ẽ and H̃ in birefringent fibers,
we should consider both the nonsymmetrical waveguide structure and the non-
symmetrical stress distribution. For the strict analysis of such waveguides, we
should rely on the numerical analysis using, for example, the finite element
method [15]. The combined analyses of FEM stress and FEM waveguide analy-
sis will be described in Chapter 6. Although FEM analysis gives rigorous results,
it does not always give a clear insight since it requires numerical calculations.
Therefore, here the analytical method based on the perturbation method will be
described. The refractive-index change due to the nonsymmetrical stress is of
the order of 10−4 in practical birefringent fibers, which is sufficiently smaller
than the refractive-index difference �. Therefore, the electromagnetic fields Ẽ
and H̃ in birefringent fibers under stress are considered to be the perturbation
from the fields Ẽp and H̃p (p= 1 corresponds to HEx11 mode and p= 2 to HEy11

mode, respectively) without stress. The perturbed electromagnetic fields Ẽ and
H̃ are expressed by using the nonperturbed fields Ẽp and H̃p [29]:

{
Ẽ =A�z�Ẽ1 +B�z�Ẽ2�

H̃ =A�z�H̃1 +B�z�H̃2�
(3.216)

Each pair of the nonperturbed fields satisfies Maxwell’s equations

{
! × Ẽp = −j	�0H̃p�

! × H̃p = j	�0KẼp�
�p= 1�2� (3.217)

where K denotes the relative permittivity tensor of the fiber without nonsym-
metrical stress. Here, the geometrical effect of nonsymmetrical core structure is
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considered in K. Substituting Eq. (3.216) into Maxwell’s equations having the
perturbed relative permitivity tensor K̃

{
! × Ẽ = −j	�0H̃�

! × H̃ = j	�0K̃Ẽ�
(3.218)

and rewriting the equations by using Eq. (3.217), we have (refer to Appendix 3B)

⎧
⎪⎪⎨

⎪⎪⎩

dA

dz
= −j"1A�

dB

dz
= −j"2B�

(3.219)

In this equation, "p is given by

"p = 	�0

∫ 2�
0

∫ �
0 E∗

p · �K̃ − K�Epr dr d�
∫ 2�

0

∫ �
0 uz · �E∗

p × Hp + Ep × H∗
p� r dr d�

� (3.220)

where Ep and Hp are cross-sectional electromagnetic fields of the nonperturbed
fields Ẽp and H̃p, which are expressed by separating the z dependence as

{
Ẽp�r� �� z�= Ep�r� �� exp�−j 
pz��
H̃p�r� �� z�= Hp�r� �� exp�−j 
pz��

�p= 1�2� (3.221)


p is the propagation constant of the HEx11 �p= 1� and HEy11 mode �p= 2�,
respectively. The solutions of Eq. (3.219) are given by

{
A�z�∝ exp�−j"1z��

B�z�∝ exp�−j"2z��
(3.222)

Then, the propagation constants of the HEx11 and HEy11 modes of the birefringent
fiber under nonsymmetrical stress are

{

x =
1 + "1�


y =
2 + "2�
(3.223)

Substituting this into Eq. (3.215), we obtain the expression for the modal bire-
fringence:

B= 
1 −
2

k
+ "1 − "2

k
� (3.224)
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The first term of Eq. (3.224) represents the birefringence due to the nonsym-
metrical waveguide structure and is called geometrical birefringence. The second
term represents the birefringence caused by the nonsymmetrical stress distribu-
tion and is called stress-induced birefringence. Geometrical and stress-induced
birefringences are expressed separately as

Bg = 
1 −
2

k
� (3.225a)

Bs =
"1 − "2

k
� (3.225b)

Geometrical birefringence Bg can be calculated by the collocation method [30]
or the finite element waveguide analysis. On the other hand, stress-induced
birefringence Bs is calculated by the finite element stress analysis.

The relative permitivity tensor K̃ under stress effect is expressed by [31]

K̃ =
⎛

⎜
⎝

�n−C1�x −C2��y +�z��2 2n�C2 −C1��xy 0

2n�C2 −C1��xy �n−C1�y −C2��z +�x��2 0

0 0 �n−C1�z −C2��x +�y��2

⎞

⎟
⎠ �

(3.226)

where n denotes the unstressed refractive index, �x� �y and �z are principal
stresses along the x-� y-and z-directions, �xy is a shear stress, and C1 and C2

denote the photoelastic constants. The photoelastic constants of silica glass are
given by [32]

{
C1 = 7�42 × 10−6 �mm2/kg�

C2 = 4�102 × 10−5 �mm2/kg��
(3.227)

The relative permitivity tensor under the unstressed condition K is given by

K =
⎛

⎝
n2 0 0
0 n2 0
0 0 n2

⎞

⎠ � (3.228)

Therefore the term �K̃ − K� in Eq. (3.220) may be written

K̃ − K =
⎛

⎜
⎝

−2n�C1�x −C2��y +�z�� 2n�C2 −C1��xy 0

2n�C2 −C1��xy −2n�C1�y +C2��z +�x�� 0

0 0 −2n�C1�z +C2��x +�y��

⎞

⎟
⎠ �

(3.229)
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where we ignored the small terms C2
1 � C1C2, and C2

2 . Substituting this into
Eq. (3.220) and taking into account that Ex and Hy � �	�0n

2/
�Ex are the
dominant components in the �E1�H1� of the HEx11 mode and Ey and Hx �
−�	�0n

2/
�Ey are the dominant components in the �E2�H2� of the HEy11 mode,
we obtain

"1

k
= −

∫ 2�
0

∫ �
0 �C1�x +C2��y +�z�
E1�2 r dr d�

∫ 2�
0

∫ �
0 �E1�2 r dr d�

� (3.230)

"2

k
= −

∫ 2�
0

∫ �
0 �C1�y +C2��z +�x�
E2�2 r dr d�

∫ 2�
0

∫ �
0 �E2�2 r dr d�

� (3.231)

It is known from Eqs. (3.230) and (3.231) that the stress contributions to the
propagation constants are obtained by the overlap integral of stress distribution
and the optical intensity distribution.

3.9.3. Elliptical-core Fibers

We first define the geometry of an elliptical-core fiber, as shown in Fig. 3.29.
The core radii along the x- and y-axis directions are ax and ay, where ax is
assumed to be larger than ay. The refractive indices of core and cladding are
denoted by n1 and n0. The core ellipticity � is defined by

�= ax − ay
ax

� (3.232)

Figure 3.29 Geometry of an elliptical-core fiber.
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In order to calculate the geometrical birefringence of elliptical-core fibers and
other nonsymmetrical-core fibers, the rigorous analysis without using the LP
mode approximation (scalar approximation) is necessary to calculate the prop-
agation constants of HEx11 and HEy11 modes. The rigorous analysis is called the
vector analysis, since it rigorously considers the orientation of electric field vec-
tor. The collocation method [30] and vectorial finite element method are known
as vectorial analyses. The perturbation method analysis [33] is also applicable to
calculate the geometrical birefringence, under the restriction that the ellipticity
of the core is sufficiently small.

Geometrical birefringence Bg is analytically obtained by the perturbation
method:

Bg = n1�
2�G�v�� (3.233)

where v denotes the normalized frequency defined by

v= kn1ax
√

2�� (3.234)

and the normalized geometrical birefringence G�v� is given by

G�v�= w2

u4

{

u2 + �u2 −w2�

[
J0�u�

J1�u�

]2

+ uw2

[
J0�u�

J1�u�

]3
}

� (3.235)

Equation (3.233) is applicable to small ellipticities of about �≈ 0�1. Even for a
relatively large ellipticity, the Eq. (3.233) still holds approximately. However,
the normalized geometrical birefringenceG�v� has different v dependencies with
respect to �, as shown in Fig. 3.30. Normalized geometrical birefringences in
Fig. 3.30 are calculated numerically by using the collocation method [30].

3.9.4. Modal Birefringence

The effective indices of the HEx11 and HEy11 modes in a birefringent fiber are
obtained from Eqs. (3.223), (3.230), and (3.231) as

nx = 
x
k

= nx0 −C1�̂x −C2��̂y + �̂z�� (3.236)

ny =

y

k
= ny0 −C1�̂y −C2��̂z + �̂x�� (3.237)
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Figure 3.30 Normalized geometrical birefringence G�v� for an elliptical-core fiber.

where nx0�= 
1/k� and ny0�= 
2/k� denote the effective indices neglecting the
nonsymmetrical stress effect. In other words, nx0 −ny0 represents the geometrical
birefringence Bg. The effective principal stress �̂s �s= x� y� z� is calculated by
the overlap integral of stress distribution and optical intensity:

�̂s =
∫ 2�

0

∫ �
0 �s�r� ���E�2 r dr d�
∫ 2�

0

∫ �
0 �E�2 r dr d� �s= x� y� z�� (3.238)

The electric field E�r� �� for the circular symmetric core is analytically given
by Eqs. (3.94) and (3.95). On the other hand, the electric field E�r� �� for the
nonsymmetricl core fiber should be calculated by using the collocation method
or the finite element method. The stress-induced birefringence Bs is obtained
from Eqs. (3.225b), (3.236), and (3.237) as

Bs = �C2 −C1���̂x − �̂y�� (3.239)

The stress-induced birefringence is usually approximated by using the principal
stress difference at the core center �x0 −�y0:

Bs0 = �C2 −C1���x0 −�y0�� (3.240)
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Generally Bs0 represents the maximum stress-induced birefringence. The nor-
malized stress-induced birefringence is then defined by

H�v�= Bs
Bs0

� (3.241)

Figures 3.31 and 3.32 show the normalized stress-induced birefringences of
the elliptical-core and the PANDA fiber, respectively [34]. It is shown from
the figures that H�v�� 0�5 in the elliptical-core fiber and H�v�� 1�0 in the
PANDA fiber at the normal operating conditions. Figures 3.33 and 3.34 com-
pare geometrical and stress-induced birefringences of the elliptical-core fiber
calculated by using the combination of the collocation method for Bg and the
finite element method for Bs [35]. In the FEM stress analyses, Young’s modulus
E=7830 kg/mm2, Poisson’s ratio v=0�186 and the temperature differences �T
from the fictive temperature to the room temperature, as listed in Table 3.3, have
been used [3]. Also, the normalized frequency v is chosen at v= 0�9vc for each
elliptical-core fiber. Bg and Bs in the elliptical-core fiber have the same sign and
then contribute to the total birefringence additively. It is seen from Figs. 3.33
and 3.34 that (1) Bg and Bs are proportional to �2 and �, (2) Bs is larger than
Bg by more than one order of magnitude for the small refractive-index fibers
��= 0�2–0.4%), and (3) Bg becomes larger than Bs for large refractive-index

Figure 3.31 Normalized stress-induced birefringence H�v� for an elliptical-core fiber.
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Figure 3.32 Normalized stress-induced birefringence H�v� for a PANDA fiber.

fibers ��> 1�5%�. Therefore, the elliptical-core fiber is not always the geomet-
rical birefringence type of fiber.

3.9.5. Polarization Mode Dispersion

The polarization mode dispersion, which is given by the delay time difference
between HEx11 and HEy11 modes, is expressed from Eqs. (3.118), (3.223), (3.224)
and (3.225) as [34]

D= tx − ty =
L

c

(
d
x
dk

− d
y

dk

)
= L

c

d�kBg�

dk
+ L

c

d�k Bs�

dk

= L

c
�n1�

2 d�vG�
dv

+ L

c
Bs0
d�vH�
dv

� (3.242)

Generally, both Bg and Bs depend on the wavenumber k (or normalized fre-
quency v). Therefore, the derivative ofG�v� and H�v� with respect to v should be
considered. In purely stress-induced fibers such as PANDA fiber, the polarization
mode dispersion is obtained as

D= L

c
Bs0 = L

c
�C2 −C1���x0 −�y0�� (3.243)
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Figure 3.33 Geometrical birefringence Bg of an elliptical-core fiber.

since the geometrical birefringence Bg = 0 and the stress-induced birefringence
are almost constant as shown in Fig. 3.32 �v> 1�5�.

Behavior of pulse waveform in the two-mode optical fibers, in which
two modes exchange their energy through mode coupling, was investigated
in Ref. [36] and [37]. Delay time difference at the center of two modes is
expressed by

TDGD = 1 − e−2hL

2h
· 1
c

d��
�

dk
� (3.244)

where �
= 
x− 
y and h�m−1� denotes the mode coupling (or conversion)
coefficient. TDGD is called differential group delay (DGD). For the two limiting
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Figure 3.34 Stress-induced birefringence Bs of an elliptical-core fiber.

Table 3.3

Thermal expansion coefficients and
temperature differences

�(%) �[×10−7�C−1] �T [�C]

0.2 6.6 −980
0.4 8.0 −950
0.8 10.6 −850
1.6 17.6 −700

cases with hL	 1 and hL
 1, TDGD reduces to

TDGD =

⎧
⎪⎪⎨

⎪⎪⎩

L

c

d��
�

dk
�h L	 1�

1
2hc

d��
�

dk
�h L
 1��

(3.245)
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The root-mean-square (rms) pulse width ��PMD is obtained by solving the mode
coupling equation [36] and is given by

��PMD =√�����2� =
√
�e−2hL − 1�/2 +hL

h
· 1
c

d��
�

dk
� (3.246)

��PMD represents polarization mode dispersion in the nominal single-mode fibers.
The rms pulse width ��PMD reduces to

��PMD �

⎧
⎪⎪⎨

⎪⎪⎩

L

c

d��
�

dk
�h L	 1�

√
L/h

c

d��
�

dk
�h L
 1�

(3.247)

for the two limiting cases with hL	 1 and hL
 1. In the limit of negligible
mode coupling the principal states of polarization become the polarization modes
of the fiber, and the differential delay time between the principal states is
determined simply by the difference in group velocity for the two polarization
modes. Consequently, ��PMD takes on the values of ��PMD ∝L. In the limit of
extensive mode coupling, the principal states and differential delay time in a
fiber are no longer correlated with local fiber properties since they depend on the
collective effects of the random mode coupling over the entire propagation path.
The mode coupling thus has an equalizing effect in that it reduces the variance
of �� by a factor of 1/

√
hL relative to the no-mode-coupling case.

Mode coupling coefficient h is expressed by [38]

h= h0

1 + �
x −
y�2L2
0

� (3.248)

where typical values of h0 and L0 are known to be h0 = 5�3 × 10−3�m−1� and
L0 = 2�7 × 10−2�m�. �L/c��d��
�/dk
 for the elliptical-core fiber is given from
Eq. (3.242) as

L

c

d��
�

dk
= L

c
�n1�

2 d�vG�
dv

+ L

c
Bs0
d�vH�
dv

� (3.249)

The values of d�vG�/dv and d�vH�/dv are numerically calculated using G�v�
and H�v� in Figs. 3.30 and 3.31, respectively. Figure 3.35 shows length depen-
dence of rms pulse width (PMD) in elliptical-core fibers with �= 0�8% and
v=2�2. From Figures 3.30 and 3.31, G�v�=0�4353, d�vG�/dv=0�132, H�v�=
0�477 and d�vH�/dv= 1�10. It is known from Fig. 3.35 that the rms pulse width
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Figure 3.35 Length dependence of rms pulse width in elliptical-core fibers.

is expressed by ��PMD ∝ 1�33 ps/km1/2 for �= 0�01, ��PMD ∝ 0�66 ps/km1/2 for
�= 0�005 and ��PMD ∝ 0�13 ps/km1/2 for �= 0�001, respectively.

3.10. DISPERSION CONTROL IN SINGLE-MODE
OPTICAL FIBERS

3.10.1. Dispersion Compensating Fibers

Single-mode optical fibers in which zero-dispersion wavelengths are shifted
to 1�55-�m regions (Fig. 3.19(b)) are called dispersion-shifted fibers (DSFs). In
order to distinguish standard single-mode fibers having zero-dispersion wave-
lengths around 1�3�m regions (Fig. 3.19(a)) from DSFs, standard single-mode
fibers are simply called single-mode fibers (SMFs). As described in Section 3.8,
the maximum bit-rate B of fiber is given by B = 234/

√
�L (Gbit/s) where

� is chromatic dispersion in ps/km/nm and L is fiber length in km. Since
chromatic dispersion � of SMF is about 17 ps/km/nm at 1�55�m region, the
maximum bit-rate of SMF is about B = 5�7 Gbit/s for L= 100 km. Then we
cannot transmit 10 Gbit/s signal in such SMF fibers. Dispersion compensat-
ing fibers (DCFs) are quite attractive fiber-based components for upgrading the
existing SMFs. Figure 3.36 shows chromatic dispersions of SMF and DCF,
respectively. Refractive-index difference � of DCF is 2.8% and core diame-
ter 2a = 1�6�m ��c= 0�74�m�. Chromatic dispersion of DCF at 1�55�m is
−105 ps/km/nm. It is known that when we connect 16.2-km length of DCF to
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100-km length of SMF the total chromatic dispersion of the transmission fiber
becomes zero at 1�55�m.

3.10.2. Dispersion-shifted Fibers

Dispersion-shifted fibers based on step-index profile are already described in
Section 3.6.5. Cutoff wavelength of the step-index DSF is typically �c= 1�0�m
so as to make the waveguide dispersion �W large at 1�55�m region. Under
the waveguide parameters of �= 0�7% and 2a = 4�6�m, the cutoff wavelength
�c = 1�03�m. Therefore it is susceptible to large bending loss because light
confinement to the core becomes weak. Moreover, since step-index DSF has
small core diameter, spot size of the light field becomes small. Nonlinear optical
effect in optical fibers depends on intensity of the light field as described in
Chapter 5. Optical intensity I is expressed by

I = P

Aeff

� (3.250)

where P is a power carried by the mode and Aeff denotes the effective core
area defined by Eq. (5.42). Figure 3.37 shows effective core area of SMF with
�= 0�3%, 2a = 8�2�m (dotted line) and DSF with �= 0�75%, 2a = 4�6�m
(solid line), respectively. The effective area of DSF �Aeff = 35�3�m2� is about
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1/2.5 of that of SMF. Nonlinear optical effects normally cause signal waveform
distortion through self-phase modulation and four-wave mixing effect, which
will be described in Chapter 5.

In order to enlarge the effective core area of DSFs, various kinds of refractive-
index configurations have been proposed. Among them (a) dual-shape core DSF
[39] and (b) segmented core DSF [40] will be described. Figures 3.38(a) and
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Figure 3.38 Refractive-index profiles of (a) dual-shape core DSF and (b) segmented core DSF.
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(b) show refractive-index profiles of (a) dual-shape core DSF and (b) segmented
core DSF. Dual-shape core fiber has pedestal region and segmented core fiber
has outer ring region so as to tightly confine the light field. The role of these
regions is twofold: one is to reduce the bending loss and the other is to enlarge
the effective core area. Figure 3.39 shows effective core area of dual-shape core
DSF and segmented core DSF. The effective area of dual-shape core DSF and
segmented core DSF at 1�55�m are enlarged to Aeff = 54�4�m2 and Aeff =
70�2�m2.

Figure 3.40 shows chromatic dispersions of dual-shape core DSF (dotted
line), segmented core DSF (thick solid line) and step-index DSF (thin solid
line). It is known that the inclination of chromatic dispersion in dual-shape core
DSF and segmented core DSF becomes two times larger than that of step-index
DSF. The inclination of chromatic dispersion is called dispersion slope, which is
given by

#= d�

d�
� (3.251)

Figure 3.41 shows dispersion slopes of dual-shape core DSF (dotted line), seg-
mented core DSF (thick solid line) and step-index DSF (thin solid line). In large
dispersion-slope fibers, chromatic dispersion quickly becomes large when signal
wavelength goes apart from the zero-dispersion wavelength. Then high bit-rate
signals, which have broad frequency spectra, tend to suffer signal distortions.
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Figure 3.40 Chromatic dispersions of dual-shape core DSF (dotted line), segmented core DSF
(thick solid line) and step-index DSF (thin solid line).
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Figure 3.41 Dispersion slopes of dual-shape core DSF (dotted line), segmented core DSF (thick
solid line) and step-index DSF (thin solid line).

Large dispersion slope fibers also cause problem in wavelength division mul-
tiplexing (WDM) systems. Signal channels that are separated from the zero-
dispersion wavelength suffer higher signal distortion due to large chromatic
dispersions.
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3.10.3. Dispersion Flattened Fibers

As discussed in the previous section, minimizing the dispersion slope is
important for high bit-rate transmissions and WDM systems. Optical fibers that
have very small dispersion over a wide wavelength range are called dispersion
flattened fibers (DFFs). The first proposal of DFF was made by Okamoto [41, 42]
using single-mode fibers with W-type refractive-index profiles [43]. Refractive-
index profile of W-type DFF is shown in Fig. 3.42. Core radius a, inner cladding
thickness b, refractive-index difference of core and inner cladding �1 and �2,
respectively, are optimized such that the waveguide dispersion cancels material
dispersion almost completely. Figure 3.43 shows chromatic dispersion charac-
teristics of W-type DFF. It is known that chromatic dispersion � is reduced to
less than ±1 ps/km/nm over 1.47–1.6�m wavelength ��� range. The effective
area of W-type DFF is about Aeff = 30�m2 at 1.55�m wavelength (Fig. 3.44),
which is not large enough to suppress the signal waveform distortion due to non-
linear optical effect. In order to enlarge the effective core area while maintaining
low dispersion over a wide spectral range, a quadruple-clad (QC) DFF was
proposed [44]. Figure 3.45 shows the refractive-index profile of QC-type DFF.
Ring-shaped region of r = 7–14�m and outer ring of the depressed cladding
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Figure 3.42 Refractive-index profile of W-type DFF. a = 2�73�m� b = 1�77�m� �1 = 0�7% and
�2 = −0�5%.
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Figure 3.43 Chromatic dispersion characteristics of W-type DFF.
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Figure 3.44 Effective core area of W-type DFF.

r = 14–22�m serve to enlarge effective core area. Figures 3.46 and 3.47 show
chromatic dispersion characteristics and effective core area of QC-type DFF.
Chromatic dispersion � is reduced to less than ±1 ps/km/nm over 1.43–1.6�m
wavelength ��� range. The effective area of QC-type DFF is about Aeff =55�m2
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Figure 3.45 Refractive-index profile of QC-type DFF.
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Figure 3.46 Chromatic dispersion characteristics of QC-type DFF.

at 1.55�m wavelength, which is almost two times larger than that of W-type
DFF. Figure 3.48 shows dispersion slopes of W-type DFF (dotted line) and
QC-type DFF (solid line). It is confirmed that dispersion slopes in 1.4–1.6�m
wavelength ��� range are very small because dispersions are flattened in these
spectral regions.
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Figure 3.47 Effective core area of QC-type DFF.
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Figure 3.48 Dispersion slopes of W-type DFF (dotted line) and QC-type DFF (solid line).

3.10.4. Broadly Dispersion Compensating Fibers

The DFF is an ideal transmission medium for single-channel ultra-high bit-
rate systems. In WDM systems, however, inter-channel nonlinear optical effects
such as four-wave mixing (refer to Section 5.10) and cross-phase modulation
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(XPM) [45] cause severe signal waveform degradations since optical signals
having different wavelengths travel with almost the same group velocities. Cross-
phase modulation is always accompanied by self-phase modulation (SPM) and
occurs because the effective refractive index of a wave depends not only on the
intensity of that wave but also on the intensity of other co-propagating waves
in WDM. Broadly dispersion compensating fibers (BDCFs) [46, 47] were pro-
posed to reduce the nonlinear signal impairment while maintaining the flatness
of dispersion. Figure 3.49 shows a refractive-index profile of typical BDCF.
Basically, BDCF has W-type [46] or segmented core [47] refractive-index pro-
files. Chromatic dispersion of BDCF is designed such that it almost completely
cancels the dispersion of SMF when two fibers are connected with a certain ratio
of lengths. Figure 3.50 shows chromatic dispersions of 1-km SMF (dotted line),
197-m BDCF (dot-broken line) and total dispersion of SMF + BDCF (solid line),
respectively. Chromatic dispersion of the total SMF + BDCF is reduced to less
than ±0�5 ps/km/nm over �=1.524–1.624�m range. The advantage of the trans-
mission line consisting of SMF and BDCF is that the local dispersion of each
fiber is substantially large. It means that optical signals having different wave-
lengths in WDM systems travel with different group velocities in SMF and
BDCF. Then, nonlinear interactions between WDM channels are minimized.
Though local dispersions are large, the total dispersions for all WDM channels
are made almost zero as shown in Fig. 3.50. Therefore, ultra-high bit-rate signals
can be transmitted over long distances without suffering inter-channel nonlinear
signal impairments.
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Figure 3.49 Refractive-index profile of BDCF.
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and total dispersion of SMF + BDCF (solid line).

3.11. PHOTONIC CRYSTAL FIBERS

Traditional optical fibers, whose refractive index of core is higher than that
of the cladding, confine light field by the total internal reflection. Yeh et al.
proposed Bragg fiber (Fig. 3.51) in which rings of high- and low-refractive index
are arranged around a central core [48]. In Bragg fibers, light cannot penetrate
into cladding since light is reflected by the Bragg condition. Then, light beam,
which is coupled into Bragg fiber at the input end, propagates along the fiber.
Since light is confined by the Bragg condition, refractive index of the core
could be lower than that of the cladding or core could be air [49, 50]. The
forbidden frequency ranges in periodic dielectric structures of cladding are called
photonic bandgaps. Bragg fibers use a one-dimensional transverse periodicity
of concentric rings. There is another class of fibers that use a two-dimensional
transverse periodicity [51, 52]. These fibers are called photonic crystal fibers
(PCFs) or holey fibers (HFs). PCFs are classified into two categories: they
are, solid-core PCF (Fig. 3.52) and hollow-core PCF (Fig. 3.53). A solid-core
PCF refracts light at steep angles of incidence on the core–cladding boundary.
When the angle is shallow enough, light is trapped in the core and guided along
the fiber. A hollow-core PCF with a proper cladding can guide light at angles
of incidence where a photonic band gap operates. Therefore, hollow-core PCF
requires strict control of the periodic cladding structures.
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Figure 3.51 Bragg fiber.

d Λ Air hole

Silica nco

Figure 3.52 Solid-core PCF.

Fiber structure of PCF is determined by (a) pitch of the air hole$, (b) diameter
of the air hole d and (c) number of air holes NAH . Light guiding principle of
the solid-core PCF is basically similar to that of the traditional optical fibers.
However, there is no definite boundary between solid-core region and air-hole
cladding region. On the other hand, there is a refractive-index difference because
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d Λ

Air holeSilica nco

Figure 3.53 Hollow-core PCF.

the average refractive index in the cladding is lower than that in the core. It
was found that the azimuthally discontinuous core–cladding interface has a very
important effect on the guidance of light field [53]. The effective normalized
frequency for PCF is defined by

veff = 2�$
�

√
n2

co − n2
cl� (3.252)

where nco is the refractive index of silica, ncl�= 
FSM/k� denotes the effective
refractive index of the cladding and 
FSM is the propagation constant of the
fundamental space-filling mode (FSM). The FSM is the fundamental mode of the
infinite photonic crystal cladding if the core is absent, so 
FSM is the maximum

 allowed in the cladding. Figure 3.54 shows the variation of veff with respect to
$/� for various relative hole diameters d/$. The dashed line marks vc =4�1, the
cutoff v value for PCF [54]. For the relative hole diameters d/$ less than about
0.4, the second-order mode is never guided even at infinite frequency; that is, v is
always less than vc and the PCF is endlessly single-mode. Figures 3.55(a) and (b)
show the intensity contour plots of the fundamental mode in solid-core PCF with
relative hole diameter d/$= 0�4 �d= 0�84�m and $= 2�1�m) at �= 0�4�m
and �= 1�55�m. Mode field distribution was calculated by using FEM (refer to
Chapter 6.6). The second-order mode does not appear even at wavelength shorter
than �=0�4�m. Endlessly single-mode phenomenon is explained by noting that
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marks vc = 4�1, the cutoff v value for PCF.

the fundamental mode has a transverse effective wavelength that is roughly equal
to twice the hole period $. The light is thus unable to escape because it cannot
“image” the gaps between the air-holes, i.e., it cannot “squeeze between” them.
The fundamental mode is then effectively trapped inside a “sieve”, whereas
the higher order modes, with smaller transverse effective wavelengths, can leak
away rapidly through the gaps between the air holes [55].

The chromatic dispersion characteristics of PCF are distinctively different
from that of the traditional optical fibers. This is mainly due to the fact that the
waveguide dispersion in PCF becomes very large. In the derivation of waveguide
dispersion of traditional optical fibers, we have neglected the wavelength (or
frequency) dispersion of the term n2

co −n2
cl in Eq. (3.123). However, the effective

refractive-index difference �eff = �n2
co −n2

cl�/2n
2
co strongly depends on the wave-

length (or frequency). Figure 3.56 shows the effective refractive-index difference
�eff of solid-core PCF with relative hole diameter d/$= 0�4 �d= 0�84�m and
$= 2�1�m). The large wavelength dependence of �eff enhances the waveguide
dispersion in PCF. In Figure 3.57 the chromatic dispersions (waveguide disper-
sion �w, material dispersion �m and the total dispersion �) are plotted against
wavelength in the range from 0.5�m to 1�3�m. Inset of Fig. 3.57 shows the
contour plot of optical intensity at �= 1�05�m. Bulk silica glass has normal
(negative) dispersion in this range. In the conventional single-mode fiber, the
zero-dispersion wavelength is normally larger than 1�3�m because the waveg-
uide dispersion is negative in single-mode region. However, the zero-dispersion
wavelength of PCF is shifted down to 1�05�m since the waveguide dispersion
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(a)

(b)

Figure 3.55 (a) Intensity contour plot of the fundamental mode at �= 0�4�m in solid-core PCF
with relative hole diameter d/$= 0�4 �d= 0�84�m and $= 2�1�m�. (b) Intensity contour plot of
the fundamental mode at �= 1�55�m in solid-core PCF with relative hole diameter d/$= 0�4 �d=
0�84�m and $= 2�1�m�.

has large positive value even in the single-mode region. As the air-holes become
bigger the core becomes increasingly isolated and begins to look like a strand
of silica glass sitting in the air. The waveguide dispersion of such a strand is
very strong compared with the material dispersion. Figure 3.58 shows the chro-
matic dispersion characteristics of solid-core PCF with relative hole diameter
d/$= 0�8 (d= 1�68�m and $= 2�1�m). Inset of Fig. 3.58 shows the con-
tour plot of optical intensity at �= 0�86�m. The zero-dispersion wavelength
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Figure 3.56 Effective refractive-index difference �eff of solid-core PCF with relative hole diameter
d/$= 0�4 �d= 0�84�m and $= 2�1�m�.
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Figure 3.57 Chromatic dispersion characteristics of solid-core PCF with relative hole diameter
d/$= 0�4 �d= 0�84�m and $= 2�1�m�.

is further shifted down to 0�86�m compared to the PCF with relative air-hole
diameter d/$= 0�4. Different from the case of d/$= 0�4, PCF with d/$= 0�8
becomes multi-moded at 0�86�m.

Since PCF with large air-hole diameter tends toward the step-index fiber
with air cladding, it is worthwhile to investigate the chromatic dispersion
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Figure 3.58 Chromatic dispersion characteristics of solid-core PCF with relative hole diameter
d/$= 0�8 �d= 1�68�m and $= 2�1�m�.

characteristics of air-clad silica fiber. Delay time of the air-clad silica fiber is
rigorously expressed by

d


dk
= ne + 1

ne

{
nco�Nco − nco�b+ �n2

co − 1�
2

[
d�vb�
dv

− b
]}
� (3.253)

where nco and Nco denote refractive index and group index of the silica core and

ne =



k
=
√

1 + �n2
co − 1�b� (3.254)

Chromatic dispersion � is obtained by the numerical differentiation of d
/dk
with respect to �. For purposes of convenience, the waveguide dispersion �w is
calculated by subtracting the material dispersion �m from the total dispersion �.
Figure 3.59 shows the chromatic dispersions of air-clad step-index fiber with
2a = 1�0�m and � = 26�5% at � = 0�6�m. The cut-off wavelength for the
second-order mode is �c = 1�386�m. Origin of large waveguide dispersion in
PCF with large air-hole diameter and the step-index air-clad silica fiber can
be explained to be large refractive-index difference between silica core and air
cladding [56].

One of the most interesting and useful applications of PCF is to the generation
of broad-band supercontinuum light from short-pulse laser systems [57]. This is
made possible by a combination of ultra-small cores and dispersion zeros that can
be shifted to coincide with the pump laser wavelength. Broad-band supercontin-
uum light is very important not only in telecommunications but also in applica-
tions such as optical coherence tomography [58] and frequency metrology [59].
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Figure 3.59 Chromatic dispersions of air-clad step-index fiber with 2a= 1�0�m and �= 26�5%
at �= 0�6�m. The cut-off wavelength for the second-order mode is �c = 1�386�m.

Appendix 3A Vector wave equations in graded-index
fibers

We express the refractive-index distribution and the propagation constant in
the forms

n2�r�= n2
1�1 − f�r�
� (3.255)


2 = k2n2
1�1 −��� (3.256)

where n1 is the maximum refractive index in the core and therefore f is assumed
to be f�r� � 0. The axial electromagnetic field components Ez and Hz are
expressed as

Ez = k2n2
1



��r� cos�n�+�n�� (3.257)

Hz =	�1 �r� sin�n�+�n�� (3.258)
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where n is an integer and �n = 0 or �/2. Substituting Eqs. (3.255)-(3.258) into
the following rigorous wave equations [3]:

�	2��−
2�

�
! ·

[
�!Ez

�	2��−
2�

]
+ �	2��−
2�Ez

−!
[
�n

��

�	2��−
2�

]
·
[

uz ×
	�



!Hz

]
= 0� (3.259)

�	2��−
2�

�
! ·

[
�!Hz

�	2��−
2�

]
+ �	2��−
2�Hz

+!
[
�n

��

�	2��−
2�

]
·
[

uz ×
	�



!Ez

]
= 0� (3.260)

we obtain

(
�− f
1 − f

)
1
r

d

dr

[(
1 − f
�− f

)
r
d�

dr

]
+
[
k2n2

1��− f�− n2

r2

]
�

+n
r

(
�− f
1 − f

)
 
d

dr

(
1 − f
�− f

)
= 0� (3.261)

��− f�1
r

d

dr

[
1

��− f�r
d 

dr

]
+
[
k2n2

1��− f�− n2

r2

]
 

+n
r
��− f�� d

dr

(
1

�− f
)

= 0� (3.262)

When we set Ez=�=0 for TE modes, we obtain from Eqs. (3.261) and (3.262),

n

r

(
�− f
1 − f

)
 
d

dr

(
1 − f
�− f

)
= 0� (3.263)

��− f�1

r

d

dr

[
1

��− f�r
d 

dr

]
+
[
k2n2

1��− f�− n2

r2

]
 = 0� (3.264)

The derivative of the term containing f�r� is not zero in Eq. (3.263) since we
are dealing with graded-index fibers. Therefore, the azimuthal mode number
should be

n= 0� (3.265)

in order that Eq. (3.263) holds for the arbitrary functional shape of f�r�.
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Appendix 3B Derivation of equation (3.219)

Substituting Eq. (3.216) into Eq. (3.218) and using Eq. (3.217), we obtain

�uz × Ẽ1�
dA

dz
+ �uz × Ẽ2�

dB

dz
= 0� (3.266)

�uz × H̃1�
dA

dz
− j	�0 A�K̃ − K�Ẽ1 + �uz × H̃2�

dB

dz
− j	�0 B�K̃ − K�Ẽ2 = 0�

(3.267)
where uz denotes the unit vector along z-axis direction. In the derivation of
Eqs. (3.266) and (3.267), the following vector formula has been used:

! × �AE�=A! × E +!A× E =A! × E + dA

dz
uz × E� (3.268)

Noting that Eqs. (3.266) and (3.267) are zero, we consider here the following
integration:

∫ 2�

0

∫ �

0
�Ẽ∗

1 · �3�256�− H̃∗
1 · �3�255�
rd rd�= 0� (3.269)

∫ 2�

0

∫ �

0
�Ẽ∗

2 · �3�256�− H̃∗
2 · �3�255�
rd rd�= 0� (3.270)

Equations (3.269) and (3.270) are rewritten as

dA

dz

∫ 2�

0

∫ �

0
uz · �Ẽ∗

1 × H̃1 + Ẽ1 × H̃∗
1�rd rd�

+dB
dz

∫ 2�

0

∫ �

0
uz · �Ẽ∗

1 × H̃2 + Ẽ2 × H̃∗
1�rd rd�

+j	�0A
∫ 2�

0

∫ �

0
Ẽ∗

1 · �K̃ − K�Ẽ1rd rd�

+j	�0B
∫ 2�

0

∫ �

0
Ẽ∗

1 · �K̃ − K�Ẽ2rd rd�= 0� (3.271)

dA

dz

∫ 2�

0

∫ �

0
uz · �Ẽ∗

2 × H̃1 + Ẽ1 × H̃∗
2�rd rd�

+dB
dz

∫ 2�

0

∫ �

0
uz · �Ẽ∗

2 × H̃2 + Ẽ2 × H̃∗
2�rd rd�

+j	�0A
∫ 2�

0

∫ �

0
Ẽ∗

2 · �K̃ − K�Ẽ1rd rd�

+j	�0B
∫ 2�

0

∫ �

0
Ẽ∗

2 · �K̃ − K�Ẽ2rd rd�= 0� (3.272)
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Since Ex and Hy are dominant electromagnetic field components in HEx11 mode
�Ẽ1� H̃1� and Ey and Hx are dominant electromagnetic field components in HEy11

mode �Ẽ2� H̃2� as described in Section 3.5, the fourth term in Eq. (3.271) and
the third term in Eq. (3.272) can be neglected.

In order to further simplify Eqs. (3.271) and (3.272), we should derive the
orthogonality relationship for the eigen modes Ẽp and H̃p in the nonperturbed
waveguides. We first consider integration of vector products over entire fiber
cross-sectional area as

∫∫
! · �Ẽ∗

p × H̃q + Ẽq × H̃∗
p�dS �p�q= 1�2�� (3.273)

Rewriting Eq. (3.273) by using Eq. (3.217) and vector formula

! · �A × B�= B ·! × A − A ·! × B� (3.274)

we obtain
∫∫

! · �Ẽ∗
p × H̃q + Ẽq × H̃∗

p�dS= j	�0

∫∫
Ẽ∗
p · �K∗ − K�ẼqdS= 0� (3.275)

Since relative permittivity tensor is real (K∗ = K) in the lossless dielectric
waveguides, Eq. (3.275) is zero. We separate here the eigen modes Ẽp and H̃p

into transversal and longitudinal components:

⎧
⎨

⎩

Ẽp�r� �� z�= Ep�r� �� exp�−j 
pz��
�p= 1�2�

H̃p�r� �� z�= Hp�r� �� exp�−j 
pz��
(3.276)

Substituting Eq. (3.276) into Eq. (3.275) we obtain

∫∫
! · %�E∗

p × Hq + Eq × H∗
p�exp�j�
p −
q�z
&dS= 0� (3.277)

By using a vector formula of the form

! · �A��=�! · A + A ·!�=�!t · A + d�

dz
uz · A� (3.278)

Eq. (3.277) can be rewritten into

∫∫
!t · �E∗

p×Hq+Eq×H∗
p�dS+ j (
p −
q

) ∫∫
uz · �E∗

p×Hq+Eq×H∗
p�dS=0�

(3.279)
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where !t denotes a differential operator in the cross-sectional area. The first term
in Eq. (3.279) can be modified into line integral by using Gauss’ theorem as

∫∫
!t · �E∗

p × Hq + Eq × H∗
p�dS+

∮
�E∗

p × Hq + Eq × H∗
p� · nd�� (3.280)

where
∮
d� represents line integral along the peripheral of the cross-sectional

area S and n denotes outward directed unit normal vector, respectively. Since
electromagnetic field Ep and Hp become zero when line integral is carried out
on the peripheral sufficiently far from the core center, Eq. (3.280) also becomes
zero. Then Eq. (3.279) reduces to

j�
p −
q�
∫∫

uz · �E∗
p × Hq + Eq × H∗

p�dS= 0� (3.281)

It is known from Eq. (3.281) that orthogonality relation

∫∫
uz · �E∗

p × Hq × Eq × H∗
p�dS= 0 �p �= q� (3.282)

holds between modes having different propagation constants (
p �=
q).
In case of the circular symmetric fiber, HEx11 and HEy11 are degenerated

and have the same propagation constants. Therefore, we can not prove the
orthogonality relation from Eq. (3.281). In such a case, however, we can derive
the orthogonality relation by directly putting the electromagnetic fields for HEx11

and HEy11 modes [Eqs. (3.94) and (3.95)] into Eq. (3.282). Substituting Eq. (3.282)
into Eqs. (3.271) and (3.272), we obtain

dA

dz
= −jA 	�0

∫ 2�
0

∫ �
0 E∗

1 · �K̃ − K�E1r dr d�
∫ 2�

0

∫ �
0 uz · �E∗

1 × H1 + E1 × H∗
1�r dr d�

� (3.283)

dB

dz
= −jB 	�0

∫ 2�
0

∫ �
0 E∗

2 · �K̃ − K�E2r dr d�
∫ 2�

0

∫ �
0 uz · �E∗

2 × H2 + E2 × H∗
2�r dr d�

� (3.284)
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Chapter 4

Coupled Mode Theory

In the preceding two chapters, the transmission characteristics of independent
planar optical waveguides and optical fibers have been investigated. For the
construction of practical optical devices, it is very important to utilize the mutual
lightwave interaction between the two copropagating light beams in the adja-
cent waveguides or interaction between the contrapropagating two beams in the
corrugated optical waveguides. Coupled mode theory deals with the mutual light-
wave interactions between the two propagation modes. In this chapter derivation
of coupled mode equations based on perturbation theory is first presented and
then concrete methods calculating the coupling coefficients for several prac-
tically important devices are explained in detail. Finally, several waveguide
devices using directional couplers such as Mach–Zehnder interferometers, ring
resonators, and bistable devices are described.

4.1. DERIVATION OF COUPLED MODE EQUATIONS
BASED ON PERTURBATION THEORY

In axially uniform optical waveguides, a number of propagation modes exist,
as has been described in the previous chapters. These propagation modes are
specific to each waveguide and satisfy the orthogonality conditions between the
modes.

If two waveguides are brought close together as shown in Fig. 4.1, optical
modes of each waveguide either couple or interfere with each other. When the
electromagnetic field distributions after mode coupling do not differ substan-
tially from those before coupling, the propagation characteristics of the coupled
waveguides can be analyzed by the perturbation method [1].
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Figure 4.1 Directionally coupled optical waveguides.

When we denote the eigen modes in each optical waveguide before mode
coupling as Ẽp� H̃p�p= 1�2�, they satisfy the following Maxwell’s equations:

{
� × Ẽp = −j��0H̃p

� × H̃p = j��0N
2
p Ẽp�

�p= 1�2� (4.1)

where N 2
p �x� y� represents the refractive-index distribution of each waveguide.

We assume that the electromagnetic fields of the coupled waveguide can be
expressed as the sum of the eigen modes in each waveguide:

{
Ẽ =A�z�Ẽ1 +B�z�Ẽ2

H̃ =A�z�H̃1 +B�z�H̃2	
(4.2)

The electromagnetic fields in the coupled waveguide Ẽ and H̃ also should
satisfy Maxwell’s equations. Then substituting Eq. (4.2) into

{
� × Ẽ = −j��0H̃
� × H̃ = j��0N

2Ẽ�
(4.3)

and using Eq. (4.1) and the vector formula

� × �AE�=A� × E +�A× E =A� × E + dA

dz
uz × E�

we obtain the following relations:

�uz × Ẽ1�
dA

dz
+ �uz × Ẽ2�

dB

dz
= 0� (4.4)

�uz × H̃1�
dA

dz
− j��0�N

2 −N 2
1 �AẼ1

+�uz × H̃2�
dB

dz
− j��0�N

2 −N 2
2 �BẼ2 = 0	 (4.5)
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Here, N 2�x� y� denotes the refractive-index distribution in the entire cou-
pled waveguide. Substituting Eqs. (4.4) and (4.5) into the following integral
equations:

∫ �

−�

∫ �

−�

Ẽ∗

1 · �4	5�− H̃∗
1 · �4	4��dxdy= 0� (4.6)

∫ �

−�

∫ �

−�

Ẽ∗

2 · �4	5�− H̃∗
2 · �4	4��dxdy= 0� (4.7)

we obtain (see Appendix 4A at the end of this chapter)

dA

dz
+ dB

dz

∫ �
−�
∫ �

−� uz · �Ẽ∗
1 × H̃2 + Ẽ2 × H̃∗

1�dxdy∫ �
−�
∫ �

−� uz · �Ẽ∗
1 × H̃1 + Ẽ1 × H̃∗

1�dxdy

+ jA
��0

∫ �
−�
∫ �

−��N
2 −N 2

1 �Ẽ
∗
1 · Ẽ1 dxdy∫ �

−�
∫ �

−� uz · �Ẽ∗
1 × H̃1 + Ẽ1 + H̃∗

1�dxdy

+ jB
��0

∫ �
−�
∫ �

−��N
2 −N 2

2 �Ẽ
∗
1 · Ẽ2 dxdy∫ �

−�
∫ �

−� uz · �Ẽ∗
1 × H̃1 + Ẽ1 × H̃∗

1�dxdy
= 0 (4.8)

dB

dz
+ dA

dz

∫ �
−�
∫ �

−� uz · �Ẽ∗
2 × H̃1 + Ẽ1 × H̃∗

2�dxdy∫ �
−�
∫ �

−� uz · �Ẽ∗
2 × H̃2 + Ẽ2 × H̃∗

2�dxdy

+ jA
��0

∫ �
−�
∫ �

−��N
2 −N 2

1 �Ẽ
∗
2 · Ẽ1 dxdy∫ �

−�
∫ �

−� uz · �Ẽ∗
2 × H̃2 + Ẽ2 + H̃∗

2�dxdy

+ jB
��0

∫ �
−�
∫ �

−��N
2 −N 2

2 �Ẽ
∗
2 · Ẽ2 dxdy∫ �

−�
∫ �

−� uz · �Ẽ∗
2 × H̃2 + Ẽ2 × H̃∗

2�dxdy
= 0	 (4.9)

Here we separate the transverse and axial dependencies of the electromagnetic
fields:

{
Ẽp = Ep exp�−j�pz�

H̃p = Hp exp�−j�pz�	
�p= 1�2� (4.10)

Substituting Eq. (4.10) into Eqs. (4.8) and (4.9), we obtain

dA

dz
+ c12

dB

dz
exp
−j��2 −�1�z�+ j
1A+ j�12B exp
−j��2 −�1�z�= 0 (4.11)

dB

dz
+ c21

dA

dz
exp
+j��2 −�1�z�+ j
2B+ j�21A exp
+j��2 −�1�z�= 0	 (4.12)
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where

�pq = ��0

∫ �
−�
∫ �

−��N
2 −N 2

q �E
∗
p · Eq dxdy∫ �

−�
∫ �

−� uz · �E∗
p × Hp + Ep × H∗

p�dxdy
(4.13)

cpq =
∫ �

−�
∫ �

−� uz · �E∗
p × Hq + Eq × H∗

p�dxdy∫ �
−�
∫ �

−� uz · �E∗
p × Hp + Ep × H∗

p�dxdy
(4.14)


p = ��0

∫ �
−�
∫ �

−��N
2 −N 2

p �E
∗
p · Ep dxdy∫ �

−�
∫ �

−� uz · �E∗
p × Hp + Ep × H∗

p�dxdy
(4.15)

and the pair of p and q are either �p� q�= �1�2� or (2, 1), respectively. �pq is
a mode coupling coefficient of the directional coupler. The meaning of cpq is
described as follows. Let us consider the waveguide configurations shown in
Fig. 4.2, where waveguide I exists only in the region z < 0 and waveguide II
in z� 0. When the eigen mode �E1�H1� of waveguide I propagates from the
negative z-direction to z=0, the electromagnetic field in the cladding excites the
eigen mode �E2�H2� at the point z= 0. This excitation efficiency is considered
to be c12. Therefore, cpq represents the butt coupling coefficient between the two
waveguides [2, 3].

Next we compare the magnitude of �pq and 
p for the case of p = 1 and
q = 2. As shown in Fig. 4.3(c), the actual value of �N 2 −N 2

2 � in waveguide I
equals �n2

1 − n2
0� and takes zero in all other regions. Then the integral of �12

is carried out only inside the core region of waveguide I. The electric field E2

Figure 4.2 Explanation of butt coupling coefficient c12.
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Figure 4.3 Refractive-index distribution N 2�x� y� of the coupled waveguides, difference of the
refractive-index distributions �N 2 −N 2

p � and electric field Ep appearing in Eqs. (4.13) and (4.15).

inside waveguide I (we denote this �E2� =��E1�) is quite small when compared
to E1. Then the magnitude of the integral term of �12 in the numerator is about
�n2

1 −n2
0��. The integral of 
1 in Eq. (4.15) is carried out in waveguide II, where

�N 2 −N 2
1 � is not zero. The magnitude of the integral term of 
1 in the numerator

is about �n2
1 − n2

0��
2, since the electric field strength of E1 in waveguide II is

about �. Based on the foregoing comparisons, it is known that 
p is � times
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smaller than �pq. Therefore, 
p can be neglected when two waveguides are
sufficiently separated and �� 1 holds, since 
p is much smaller than �pq. To
the contrary, 
p cannot be neglected when two waveguides are close to each
other.

In most of the conventional analyses of the directional couplers, cpq and 
p

were neglected and they are assumed to be cpq =
p = 0. However, both cpq and

p should be taken into account in order to analyze the mode coupling effect
strictly.

The optical power carried by the eigen mode in the waveguide p�p= 1�2� is
expressed from Eq. (1.45) as

Pp = 1
2

∫ �

−�

∫ �

−�
�Ep × H∗

p� · uz dxdy �p= 1�2�	 (4.16)

It is known from this equation that the denominators of Eqs. (4.13)–(4.15) are
equal to 4Pp. Henceforth we assume that the eigen modes in both waveguides
are normalized to satisfy the condition.

∫ �

−�

∫ �

−�
�E∗

p × Hp + Ep × H∗
p� · uz dxdy= 4Pp = 1 �p= 1�2�	 (4.17)

Then we obtain, from Eq. (4.14),

c21 = c∗
12� (4.18)

Next it is straightforwardly obtained from Eq. (4.15) as


p =
∗
p �p= 1�2�	 (4.19)

Here we express the difference of the propagation constants between waveguides
I and II as

�= ��2 −�1�

2
	 (4.20)

The optical power in the entire coupled waveguides is expressed by

P = 1
2

∫ �

−�

∫ �

−�
�Ẽ × H̃

∗
� · uz dxdy	 (4.21)

Substitution of Eqs. (4.2) and (4.10) in Eq. (4.21) gives

P = 1
2

�A�2 + �B�2 +A∗Bc12 exp�−j2�z�+AB∗c∗

12 exp�j2�z��	 (4.22)
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In the derivation of this last equation we used Eqs. (4.14), (4.17), and (4.18).
In the loss-less waveguides, the optical power remains constant because we have

dP

dz
= 0	 (4.23)

Substituting Eqs. (4.11), (4.12), and (4.22) in Eq. (4.23) we obtain

jA∗B��∗
21 − �12 − 2�c12� exp�−j2�z�

−jAB∗��21 − �∗
12 − 2�c∗

12� exp�j2�z�= 0	 (4.24)

In order that Eq. (4.24) is satisfied independent of z, we should have

�21 = �∗
12 + 2�c∗

12	 (4.25)

In most of the conventional analyses, reciprocity of the coupling coefficients
was expressed by �21 =�∗

12, since c12 was assumed to be zero. However, �21 =�∗
12

holds only when (1) the propagation constants of the two waveguides are equal
�� = 0� or (2) two waveguides are sufficiently separated �c12 � 0�. Especially
when two waveguides with different core geometries are placed close together,
care should be taken, since the second term of the right-hand side of Eq. (4.25)
cannot be neglected.

Next we derive the coupling mode equations using Eqs. (4.11) and (4.12).
From the equality of Eqs. (4.11)–(4.12) ×c12 exp�−j2�z�= 0, we obtain

dA

dz
= −j�aB exp�−j2�z�+ j�aA	 (4.26)

Similarly, from the equality of Eqs. �4	12�−�4	11�×c21 exp�j2�z�=0, we obtain

dB

dz
= −j�bA exp�2�z�+ j�bB	 (4.27)

In the last two equations, parameters �a��b��a, and �b are defined by

�a = �12 − c12
2

1 − �c12�2
� (4.28a)

�b = �12 − c∗
12
1

1 − �c12�2
� (4.28b)

�a = �21c12 −
1

1 − �c12�2
� (4.29a)

�b = �12c
∗
12 −
2

1 − �c12�2
	 (4.29b)
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In the following, the solution method of the coupled mode Eqs. (4.26) and
(4.27) for the codirectional coupler ��1 >0� �2 >0� and contradirectional coupler
��1 >0� �2 <0� will be described. However, we assume cpq =
p = 0 �p� q = 1�2�
and rewrite Eqs. (4.26) and (4.27) into more simplified form, since the rigorous
analysis becomes very complicated. Of course, the strict analysis based on the
Eqs. (4.26) and (4.27) is possible and their solutions of the codirectional coupler
are described in Appendix 4A at the chapter’s end.

With the assumption of cpq =
p = 0�p� q = 1�2�, we can rewrite Eqs. (4.26)
and (4.27) as

dA

dz
= −j�12B exp
−j��2 −�1�z�� (4.30)

dB

dz
= −j�21A exp
+j��2 −�1�z�� (4.31)

where �pq is given by Eq. (4.13). The reciprocity relation of the coupling coef-
ficients are

�21 = �12	 (4.32)

In most of the directional couplers, �pq is real. Therefore, we express �= �21 =
�12. The reciprocity relation for the contradirectional coupler is expressed by

�21 = −�∗
12	 (4.33)

4.2. CODIRECTIONAL COUPLERS

The solutions of codirectional couplers ��1 > 0� �2 > 0� are assumed in the
forms

A�z�= 
a1e
jqz + a2e

−jqz� exp�−j�z�� (4.34a)

B�z�= 
b1e
jqz + b2e

−jqz� exp�j�z�� (4.34b)

where q is an unknown parameter to be determined. Constants a1� a2� b1, and b2

should satisfy the initial conditions

a1 + a2 =A�0�� (4.35a)

b1 + b2 = B�0�	 (4.35b)
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Substituting Eqs. (4.34) into coupled mode Eqs. (4.30) and (4.31) and applying
the initial conditions of Eqs. (4.35), we obtain

A�z�=
{[

cos�qz�+ j
�

q
sin�qz�

]
A�0�− j

�

q
sin�qz�B�0�

}
exp�−j�z�� (4.36)

B�z�=
{
−j

�

q
sin�qz�A�0�+

[
cos�qz�− j

�

q
sin�qz�

]
B�0�

}
exp�j�z�� (4.37)

where q is given by

q =
√
�2 + �2	 (4.38)

For the most practical case, in which light is coupled into waveguide I only at
z=0, we have the conditions of A�0�=A0 and B�0�=0. Then the optical power
flow along the z-direction is given by

Pa�z�= �A�z��2
�A0�2

= 1 −F sin2�qz�� (4.39)

Pb�z�= �B�z��2
�A0�2

=F sin2�qz�� (4.40)

where F denotes the maximum power-coupling efficiency, defined by

F =
(
�

q

)2

= 1
1 + ��/��2

	 (4.41)

Figure 4.4 shows the dependence of Pa and Pb on the normalized length qz for
the two directional coupler configurations F =1	0 and F =0	2, respectively. The
power-coupling efficiency from excited waveguide I to waveguide II reaches
maximum at

z= �

2q
�2m+ 1� �m= 0�1�2� � � � �	 (4.42)

The length z at m= 0 is called the coupling length and is given by

Lc = �

2q
= �

2
√
�2 + �2

	 (4.43)

When the propagation constants of the two waveguides are equal (�1 = �2 and
then �= 0), 100% power coupling occurs at the coupling length of

Lc = �

2�
	 (4.44)
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Figure 4.4 Variation of optical power in the codirectional coupler with (a) F =1	0 and (b) F =0	2.
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4.3. CONTRADIRECTIONAL COUPLING
IN CORRUGATED WAVEGUIDES

4.3.1. Transmission and Reflection Characteristics
in Uniform Gratings

When the light propagation direction is opposite ��1 > 0� �2 < 0�, light cou-
pling does not occur by simply making waveguides I and II close to each other.
Let us consider the coupler configuration where the medium (refractive index
or effective index) between waveguides I and II are periodically perturbed, as
shown in Fig. 4.5. We assume that the coupling coefficient is expressed by
�12�z� = �G exp
−j�2�/��z� (� is a period of the perturbation). The mode-
coupling equations are reduced from Eqs. (4.30) and (4.31):

dA

dz
= −j�GB exp

[
j

(
�1 −�2 − 2�

�

)
z

]
� (4.45)

dB

dz
= j�GA exp

[
−j

(
�1 −�2 − 2�

�

)
z

]
	 (4.46)

In the derivation of Eqs. (4.45) and (4.46), we used the reciprocity relation

�21 = −�∗
12 = −�G exp

(
j

2�
�

z

)
� (4.47)

which is obtained from the power conservation theorem for P∝�A�2 − �B�2

propagating along the positive z-direction:

d

dz
��A�2 − �B�2�= 0	 (4.48)

Figure 4.5 Contradirectional coupling waveguides.
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We introduce here a new parameter that expresses the phase-matching condi-
tion as

�= ��1 −�2 − 2�/��

2
	 (4.49)

The periodic perturbation exists over the region of z= 0 −L. The initial and
boundary conditions for the light input to waveguide I are given by A�0�=A0

and B�L� = 0 (light reflection at z = L is zero since there is no perturbation
in z > L). Under these boundary conditions, the solution of the coupled mode
Eqs. (4.45) and (4.46) are given as follows for each phase-matching condition.

a. ���>�G:

A�z�=A0

� cos
��z−L��− j� sin
��z−L��

� cos��L�+ j� sin��L�
exp�j�z�� (4.50)

B�z�=A0

j�G sin
��z−L��

� cos��L�+ j� sin��L�
exp�−j�z�� (4.51)

�=
√
�2 − �2

G	 (4.52)

b. ��� = �G:

A�z�=A0

1 − j��z−L�

1 + j�L
exp�j�Z�� (4.53)

B�z�=A0

j�G�z−L�

1 + j�L
exp�−j�Z�� (4.54)

c. ���<�G:

A�z�=A0

� cosh
��z−L��− j� sinh
��z−L��

� cosh��L�+ j� sinh��L�
exp�j�z�� (4.55)

B�z�=A0

j�G sinh
��z−L��

� cosh��L�+ j� sinh��L�
exp�−j�z�� (4.56)

�=
√
�2
G −�2	 (4.57)

The most important optical device utilizing the contradirectional coupler is a
Bragg waveguide [4], as shown in Fig. 4.6, in which the refractive index of the
core or cladding (including the effective index perturbation by the geometrical
corrugation) is periodically perturbed. Bragg waveguides are essential compo-
nents in distributed feedback (DFB) lasers and distributed Bragg reflector (DBR)
lasers [5].
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Figure 4.6 Bragg optical waveguide.

In the Bragg waveguide, the magnitude of the propagation constants are the
same and have opposite signs, since waveguides I and II are the same. Then we
can write

�1 = −�2 = kneff� (4.58)

where neff denotes effective index. The phase-matching parameter � is expressed
from Eqs. (4.49) and (4.58) as

�= kneff − �

�
	 (4.59)

The normalized transmitted (forward) and reflected (backward) optical power in
the Bragg grating waveguide are expressed, by using Eqs. (4.50) to (4.56), as
follows.

a. ���>�G:

Pf �z�= �A�z��2
�A0�2

= �2 + �2
G sin2
��z−L��

�2 + �2
G sin2��L�

� (4.60a)

Pb�z�= �B�z��2
�A0�2

= �2
G sin2
��z−L��

�2 + �2
G sin2��L�

	 (4.60b)

b. ��� = �G:

Pf �z�= �A�z��2
�A0�2

= 1 + �2
G�z−L�2

1 + �2
GL

2
� (4.61a)

Pb�z�= �B�z��2
�A0�2

= �2
G�z−L�2

1 + �2
GL

	 (4.61b)
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c. ���<�G:

Pf �z�= �A�z��2
�A0�2

= �2 + �2
G sin h2
��z−L��

�2 + �2
G sin h2��L�

� (4.62a)

Pb�z�= �B�z��2
�A0�2

= �2
G sin h2
��z−L��

�2 + �2
G sin h2��L�

	 (4.62b)

Figures 4.7(a) and (b) show the normalized forward and backward optical
power in Bragg waveguides at the two different phase-matching conditions
(a) �= �/L��G = 2/L����> �G� and (b) �= �G = 2/L���� = 0�, respectively.
When ���>�G, the incident wave transmits from the opposite side of the Bragg
waveguide, as shown in Fig. 4.7(a). The angular frequencies of the optical wave
satisfying this condition are given by

�

c
neff <

�

�
− �G� (4.63a)

�

c
neff >

�

�
− �G	 (4.63b)

This frequency span is called the pass band. In contrast, the light wave with
the phase-matching condition of ��� < �G decays exponentially and is mostly
reflected back, as shown in Fig. 4.7(b). This frequency span is called the stop
band and is expressed by

�

�
− �G <

�

c
neff >

�

�
+ �G	 (4.64)

Especially, the optical wavelength satisfying ��/c�neff = �/� [� = 0 from
Eq. (4.59)] is called the Bragg wavelength and is expressed by

�B = 2neff�	 (4.65)

The Bragg waveguide acts as the band elimination filter that reflects the
light wave near the Bragg wavelength and transmits light outside of the Bragg
wavelength. The transmittance and reflection characteristics of the Bragg wave-
guide with �GL = 2 are shown in Fig. 4.8. The horizontal axis is a detuning
�L= ��−�B�neffL/c from the Bragg angular frequency �B = �2�/�B�c. The
transmittance T and reflectance R are given by

T = �A�L��2
�A0�2

	 (4.66a)

R= �B�0��2
�A0�2

	 (4.66b)
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Figure 4.7 Normalized forward and backward optical power in Bragg waveguides for (a) �=�/L�

�G = 2/L����>�G� and (b) �= �G = 2/L���� = 0�.
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Figure 4.8 Transmittance and reflection characteristics of the Bragg waveguide with �GL= 2.

The reflectance R is then given, from Eqs. (4.60) to (4.62), as

R= ��G/��
2 sin2��L�

1 + ��G/��
2 sin2��L�

for

∣
∣
∣
∣
��−�B�neff

c

∣
∣
∣
∣>�G (4.67)

R= ��G/L�
2

1 + ��GL�
2

for

∣
∣
∣
∣
��−�B�neff

c

∣
∣
∣
∣= �G (4.68)

R= ��G/��
2 sin h2��L�

1 + ��G/��
2 sin h2��L�

for

∣
∣
∣
∣
��−�B�neff

c

∣
∣
∣
∣<�G	 (4.69)

The transmittance T is given by

T = 1 −R (4.70)

for all cases of Eqs. (4.67)–(4.69). The reflectance at the Bragg wavelength �B

(angular frequency �=�B) is obtained by putting �= �G into Eq. (4.69):

R= tan h2��GL�	 (4.71)

For example, R= 0	93 for the coupling strength of �GL= 2.
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4.3.2. Phase-shift Grating

The phase of the reflected wave by the Bragg waveguide is very important for
the applications to DFB and DBR lasers. Let us express the amplitude reflectance
of the Bragg waveguide in Fig. 4.6 measured at z= 0 as

r = B�0�

A0

= √
Re−j�	 (4.72)

The optical phase � at the wavelength close to the Bragg wavelength is given
from Eqs. (4.56), (4.69), and (4.72) as

�= �

2
+ tan−1

[�
�

tan h��L�
]
	 (4.73)

At the center of the Bragg wavelength ��=0�, we have �=�/2. The configura-
tion of the DFB laser is considered to consist of two Bragg waveguides, as shown
in Fig. 4.9. The total phase shift of one round trip at the Bragg wavelength is
then given by �= 2 ×�/2 =�. Therefore, the phase-matching condition (phase
shift of one round trip is an integer multiple of 2�) is not satisfied in the normal
DFB configuration. To the contrary, the phase-matching condition is satisfied for
two slightly separated wavelengths [6]. This generates two spectral oscillation
peaks and causes the degradation of the signal transmission characteristics when
used as the light source of optical fiber communications.

Let us next consider Bragg waveguides having 2� phase shift at z= 0, as
shown in Fig. 4.9. The coupled mode equations for the two Bragg waveguides
are given, from Eqs. (4.45) and (4.46), as

dA�

dz
= −j�GB� exp�j2�z± j�� (4.74a)

dB�

dz
= −j�GA� exp�−j2�z∓ j�� �= �1�2�	 (4.74b)

Figure 4.9 Phase-shifted Bragg waveguide.
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In these equations, �= 1 and �= 2 correspond to the upper and the lower case
of the plus or minus sign. Here we rewrite Eq. (4.74) as

d

dz

[
A� exp

(
∓ j�

2

)]
= −j�G

[
B� exp

(
± j�

2

)]
exp�j2�z�� (4.75a)

d

dz

[
B� exp

(
± j�

2

)]
= j�G

[
A� exp

(
∓ j�

2

)]
exp�−j2�z�	 (4.75b)

When we compare Eqs. (4.75) with Eqs. (4.45) and (4.46), it is seen that the
phase-shifted Bragg waveguide can be analyzed with Eqs. (4.45) and (4.46) by
simply replacing the parameters as follows:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

A→A�

(
∓ j�

2

)

B→B� exp
(

± j�

2

)
	

(4.76)

The amplitude reflectivity r1 of the right-hand Bragg waveguide is given from
Eq. (4.72) by noting the relation

√
Re−j� = B1�0� exp�j�/2�

A1�0� exp�−j�/2�
= B1�0�

A1�0�
exp�j��

as

r1 = B1�0�
A1�0�

= √
Re−j��+��	 (4.77)

In a similar manner, the amplitude reflectivity r2 of the lefthand Bragg waveguide
is obtained as

r2 = A2�0�
B2�0�

= √
Re−j��+��	 (4.78)

Then the total phase shift of one round trip in the phase-shifted Bragg waveguide
is given by

�= 2��+��=� + 2�+ 2 tan−1
[�
�

tan h��L/2�
]
	 (4.79)

The phase shift at the center of the Bragg wavelength ��= 0� is �=�+ 2�.
Especially when the phase shift of the Bragg grating is � = �/2, the optical
phase shift at the center of the Bragg wavelength becomes �= 2� and therefore
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the phase-matching condition is satisfied. The grating phase shift of 2� = �
corresponds to the �/2 of the grating period and also corresponds to one-quarter
of the wavelength �B/neff inside the waveguide. Therefore, the grating phase
shift of 2�=� is called the “�/4 (quarter � shift)” [7].

4.4. DERIVATION OF COUPLING COEFFICIENTS

The mode-coupling coefficient � is very important for the calculation of the
coupling length in the codirectional coupler [Eq. (4.44)], the reflectivity in the
contradirectional coupler [Eq. (4.71)], and so on. In this subsection, the derivation
of the coupling coefficient � for several typical optical waveguide couplers will
be described.

4.4.1. Coupling Coefficients for Slab Waveguides

Here we derive the coupling coefficient of the TE mode in the directional
coupler consisting of symmetrical slab waveguides. The coupling coefficient
��= �12 = �12� is expressed from Eq. (4.13) as

�= ��0

∫ �
−��N

2 −N 2
2 �E

∗
1 · E2dx∫ �

−� uz · �E∗
1 × H1 + E1 × H∗

1�dx
	 (4.80)

The electromagnetic field components of the TE mode is expressed from Eq. (2.5)
as Ex =Hy = 0 and Hx =−��/��0�Ey. Therefore, we have the following equal-
ities:

uz · �E∗
1 × H1 + E1 × H∗

1�= 2�
��0

�E1y�2� (4.81a)

E∗
1 · E2 = E∗

1y ·E2y	 (4.81b)

Since �N 2 −N 2
2 � is zero outside of waveguide I, the integration of Eq. (4.80)

needs to be done only inside of waveguide I. The origin of the x-axis is taken at
the center of waveguide I, as shown in Fig. 4.10, and the core center separation
is denoted by D. Substituting Eqs. (4.81) into Eq. (4.80), we obtain

�= ��0�n
2
1 − n2

0�
∫ a

−a
E∗

1y ·E2ydx
2�
��0

∫ �
−� �E1y�2dx

(4.82)

The electric field components in the slab waveguides are given, from Eq. (2.7), as

E1y =
⎧
⎨

⎩

A cos
(u
a
x
)

��x�� a�

A cos�u� exp
[
−w

a
��x� − a�

]
��x�>a�

(4.83)
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Figure 4.10 Directional coupler consisting of slab optical waveguides.

and

E2y =A cos�u� exp
[w
a
�x−D+ a�

]

�inside of core of waveguide I� �x�� a�	 (4.84)

Substituting Eqs. (4.83) and (4.84) into Eq. (4.82) and utilizing the eigenvalue
equation for the TE mode [Eq. (2.24)] of the form

w= u tan�u�� (4.85)

Eq. (4.82) reduces to

�= k2

�
�n2

1 − n2
0�

u2w2

�1 +w�v4
exp

[
−w

a
�D− 2a�

]
	 (4.86)

Here Eq. (4.86) can be rewritten further by using �� kn1 and �n2
1 − n2

0�=
2n2

1�:

�=
√

2�
a

u2w2

�1 +w�v3
exp

[
−w

a
�D− 2a�

]
	 (4.87)

For example, the mode-coupling coefficient of the directional coupler consisting
of slab waveguides with 2a=6�m��=0	3%� v=1	5, and core center separation
of D=4a is calculated to be �=0	39 mm−1. The coupling length of this coupler
is obtained from Eq. (4.44) as Lc = 4 mm.

4.4.2. Coupling Coefficients for Rectangular Waveguides

Here we consider the directional coupler consisting of three-dimensional
rectangular waveguides, as shown in Fig. 4.11. When we deal with the Ex

11 mode,
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Figure 4.11 Directional coupler consisting of three-dimensional rectangular waveguides.

we have Hx = 0 from Eq. (2.41). Since we can assume �Ex� � �Ey� for the Ex
11

mode in Eq. (4.13), the mode-coupling coefficient is expressed by

�= ��0�n
2
1 − n2

0�
∫ a

−a

∫ d

−d
E∗

1x ·E2x dxdy

2
∫ �

−�
∫ �

−� E∗
1x ·H1y dxdy

	 (4.88)

Substituting Eq. (2.44) in Eq. (4.88) and using the relation Ex � ���0/��Hy, the
denominator and numerator of (4.88) are calculated as

2
∫ �

−�

∫ �

−�
E∗

1x ·H1y dxdy� 2��0

�
�A�2

(
a+ 1

�x

)(
d+ 1

�y

)
� (4.89)

and

��0�n
2
1 − n2

0�
∫ a

−a

∫ d

−d
E∗

1x ·E2x dxdy

� 2��0

�2
�A�2

(
d+ 1

�y

)
k2
x�xa

2

v2
× exp
−�x�D− 2a��	 (4.90)

Here normalized frequency is defined as v = kn1a
√

2�. The mode coupling
coefficient is then given by

�=
√

2�
a

�kxa�
2��xa�

2

�1 + �xa�v
3

exp
−�x�D− 2a��	 (4.91)

Parameters kx and �x are obtained by solving the eigenvalue equation (2.47).
For example, we obtain kxa= 0	995 and �xa= 1	523 for the rectangular wave-
guide with 2a = 8�m�2d = 8�m�� = 0	3%, and v = 1	819 at � = 1	55�m.
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The mode-coupling coefficient of the directional coupler with the core center
separation of D = 3a is calculated to be �= 0	638 mm−1. The coupling length
of this coupler is obtained as Lc =�/2�= 2	46 mm.

4.4.3. Derivation of Coupling Coefficients Based
on Mode Interference

The mode-coupling effect in the directional coupler can be analyzed by the
interference phenomena between the even and odd modes in the five-layer slab
waveguide [8], as shown in Fig. 4.12. When we neglect the higher-order modes,
the electric field in the directional coupler can be approximated by the summation
of the even mode (first-order mode in the five-layer waveguide) and the odd
mode (second-order mode in the five-layer waveguide):

E�x� z�=Ee�x� exp�−j�ez�+Eo�x� exp�−j�oz�� (4.92)

where Ee�x� and �e denote electric field and propagation constant of the even
mode and Eo�x� and �o denote those of the odd mode, respectively. The incident
electric field, which is coupled to waveguide I at z= 0, is expressed by

�E�x�0�� = �Ee�x�+Eo�x�� =E1�x�	 (4.93)

Here E1�x� denotes the eigen mode of waveguide I. When the cores of
waveguides I and II are not so close, this expression holds with good accuracy.
The electric field amplitude at z is given, from Eq. (4.92), as

�E�x� z�� = �Ee�x�+Eo�x� exp
j��e −�o�z��	 (4.94)

Figure 4.12 Even (solid line) and odd (dotted line) modes in the five-layer slab waveguide.
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Electric field distribution at z=�/��e −�o� is then given by

�E�x� z�� = �Ee�x�−Eo�x�� =E2�x�� (4.95)

where E2�x� denotes the eigen mode of waveguide II. Equation (4.95) means
that the incident field coupled to waveguide I shifted to waveguide II at the
distance

Lc = �

�e −�o

	 (4.96)

Lc is a coupling length. The mode-coupling coefficient is obtained from
Eqs. (4.44) and (4.96):

�= �

2Lc

= �e −�o

2
	 (4.97)

Let us calculate the mode-coupling coefficient � for the TE mode in the five-
layer slab waveguide. The eigenvalue equations of the five-layer slab waveguide
in the coordinate system shown in Fig. 4.13 are given by

2u= tan−1
(w
u

)
+ tan−1

{
w

u
tan h

[(
D

2a
− 1

)
w

]}
�even mode� (4.98)

2u= tan−1
(w
u

)
+ tan−1

{
w

u
cot h

[(
D

2a
− 1

)
w

]}
�odd mode�� (4.99)

where

u= a

√
k2n2

1 −�2� (4.100a)

w = a

√
�2 − k2n2

0	 (4.100b)

When the core center separation D approaches infinity �D→��, Eqs. (4.98)
and (4.99) both reduce to the eigen mode equation of the single-slab waveguide:

u0 = tan−1

(
w0

u0

)
	 (4.101)

We denote the propagation constant derived by Eq. (4.101) as ��0�. When the
mode coupling between the two waveguides is weak, eigen mode equations (4.98)
and (4.99) are considered to be a perturbation from Eq. (4.101). Then the
propagation constant for the even mode is expressed by

�e =��0� + ��e	 (4.102)
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Figure 4.13 Refractive-index distribution of the five-layer slab waveguide.

Substituting Eq. (4.102) into Eq. (4.100a), we obtain

2u= 2a
√
k2n2

1 − ���0� + ��e�
2 � 2u0 − 2��0�a2

u0

��e	 (4.103)

In a similar manner, each term of the right-hand side of Eq. (4.98) can be
approximated as

tan−1
(w
u

)
� u0 + ��0�a2

u0w0

��e� (4.104a)

tan−1

{
w

u
tanh

[(
D

2a
− 1

)
w

]}

� −u0 + ��0�a2

u0w0

��e − 2u0w0

v2
0

exp
[
−2w0

(
D

2a
− 1

)]
� (4.104b)

where the approximation of tanh�z� � 1 − 2e−2z has been used. Substituting
Eqs. (4.103) and (4.104) into Eq. (4.98), we obtain

�1 +w0�

v0w0

��0�a2��e = u0 + u0w0

v2
0

exp
[
−w0

a
�D− 2a�

]
	 (4.105)
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In a similar manner, the expression for ��o =�o −��0� is obtained as

�1 +w0�

v0w0

��0�a2��o = u0 − u0w0

v2
0

exp
[
−w0

a
�D− 2a�

]
	 (4.106)

Substituting Eqs. (4.105) and (4.106) into Eq. (4.97), the mode-coupling coeffi-
cient � is obtained as

�= ���e − ��o�

2
= u2

0w
2
0

��0�a2�1 +w0�v
2
0

exp
[
−w0

a
�D− 2a�

]
	 (4.107)

This equation reduces to Eq. (4.86) when we substitute ��0� � kn1 and v2
0 =

k2a2�n2
1 − n2

0� into it.

4.4.4. Coupling Coefficients for Optical Fibers

We rewrite the mode-coupling coefficient in Eq. (4.13) as

�= ��0

∫ �
−�
∫ �

−��N
2 −N 2

2 �E
∗
1 · E2 dxdy∫ �

−�
∫ �

−� uz · �E∗
1 × H1 + E1 × H∗

1�dxdy
	 (4.108)

Putting the relation of s = s1 = s2 = −1 and replacing A by C = −j��a/u�A in
Eqs. (3.94) and (3.95), electromagnetic fields of the fundamental HE11 mode are
expressed by the following.

a. Core region �0� r � a�:

Ex =CJ0

(u
a
r
)

cos�� (4.109a)

Ey = −CJ0

(u
a
r
)

sin�� (4.109b)

Ez = j
u

�a
CJ1

(u
a
r
)

cos��+��� (4.109c)

Hx = ��0n
2
1

�
CJ0

(u
a
r
)

sin�� (4.109d)

Hy = ��on
2
1

�
CJ0

(u
a
r
)

cos�� (4.109e)

Hz = j
u

��0a
CJ1

(u
a
r
)

sin��+��� (4.109f)
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b. Cladding region �r>a�:

Ex =C
J0�u�

K0�w�
K0

(w
a
r
)

cos�� (4.110a)

Ey = −C
J0�u�

K0�w�
K0

(w
a
r
)

sin�� (4.110b)

Ez = j
u

�a
C

J1�u�

K1�w�
K1

(w
a
r
)

cos��+��� (4.110c)

Hx = ��0n
2
0

�
C

J0�u�

K0�w�
K0

(w
a
r
)

sin�� (4.110d)

Hy = ��0n
2
0

�
C

J0�u�

K0�w�
K0

(w
a
r
)

cos� (4.110e)

Hz = j
u

��0a
C

J1�u�

K1�w�
K1

(w
a
r
)

sin��+��	 (4.110f)

Constant C is related to optical power P by Eq. (3.99):

�C� = w

avJ1�u�

√
2P
√
�0/�0

�n1

� (4.111)

where light velocity c was replaced by 1/
√
�0�0. The denominator of Eq. (4.108)

is normalized, from Eq. (4.17), as
∫ �

−�

∫ �

−�
uz · �E∗

1 × H1 + E1 × H∗
1�dxdy= 4P	 (4.112)

Next we consider the integral of the numerator of Eq. (4.108). As shown in
Fig. 4.14, N 2�r� ��−N 2

2 �r� �� is zero outside of core 1. Noting that the electric
field of the core is used for E1 [Eq. (4.109)] and that the field of the cladding is
used for E2 [Eq. (4.110)] for the integral inside the core 1, E∗

1 ·E2 is expressed by

E∗
1 · E2 = E∗

x1Ex2 +E∗
y1Ey2 +E∗

z1Ez2

= �C�2 J0�u�

K0�w�
J0

(u
a
r
)
K0

(w
a
R
)

+
(

u

�a

)2

�C�2 J1�u�

K1�w�
J1

(u
a
r
)
K1

(w
a
R
)

× cos��+�� cos��+��� (4.113)

where �R��� is a coordinate system having the origin at the center of core 2
as shown in Fig. 4.15. The separation of the two core centers is denoted by D.
When D� r holds, radius R can be approximated as

R= �D2 + r2 − 2Dr cos��1/2 �D− r cos�	 (4.114)
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Figure 4.14 Geometries for the calculation of the mode-coupling coefficient. (a), (b), and (c) rep-
resent N 2�r� ���N 2

2 �r� ��, and N 2�r� ��−N 2
2 �r� ��, respectively.

Since the second term of the right-hand side of Eq. (4.113) is sufficiently smaller
than the first term, the integration of the numerator in Eq. (4.108) becomes [9, 10]:

S =
∫ �

−�

∫ �

−�
�N 2 −N 2

2 �E
∗
1 · E2 dxdy=

∫ 2�

0

∫ a

0
�n2

1 − n2
0��C�2 J0�u�

K0�w�
J0

(u
a
r
)

×K0

(w
a
R
)
r dr d�	 (4.115)

When the argument of the modified Bessel function K0�z� in Eq. (4.115) is
large, it can be approximated as

K0�z��
√

�

2z
exp�−z�	 (4.116)
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Figure 4.15 Coordinate system for the integration of E∗
1 · E2.

Substitution of Eq. (4.116) into Eq. (4.115) gives

S = �n2
1 − n2

0��C�2 J0�u�

K0�w�

√
�a

2wD
exp

(
−w

a
D
)∫ 2�

0

∫ a

0
J0

(u
a
r
)

× exp
(w
a
r cos�

)
r dr d�	 (4.117)

Equation (4.117) is further rewritten by using the integral formulas of the Bessel
functions [11]:

I0�z�= 1
�

∫ �

0
exp�z cos��d�� (4.118a)

∫ 1

0
J0�uz�I0�wz�zdz= J0�u�wI1�w�+ I0�w�uJ1�u�

u2 +w2
(4.118b)

into

S = 2�a2�n2
1 − n2

0��C�2 J0�u�

K0�w�

√
�a

2wD
exp

(
−w

a
D
)

× uJ1�u�

v2K1�w�

×
[
J0�u�

uJ1�u�
wK1�w�I1�w�+K1�w�I0�w�

]
	 (4.119)

If we use the eigenvalue equation of the HE11 mode [Eq. (3.71) with n= 1] and
the formula of the modified Bessel function

K0�w�I1�w�+K1�w�I0�w�= 1
w
� (4.120)
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Figure 4.16 Dependencies of the normalized coupling coefficient �a/
√
� on the relative core

center separation D/a for various v-values.

then the mode-coupling coefficient of the optical fiber directional coupler is
given by

�=
√
�

a

u2

v3K2
1�w�

√
�a

wD
exp

(
−w

a
D
)
	 (4.121)

Figure 4.16 shows the dependencies of the normalized coupling coefficient
�a/

√
� on the relative core center separation D/a for various v-values.

4.4.5. Coupling Coefficients for Corrugated Waveguides

Here we describe the derivation method for the mode-coupling coefficient
�G in the Bragg waveguide [12], as shown in Fig. 4.17. Since the incident
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Figure 4.17 Bragg optical waveguide with refractive-index profile N 2�x� z�. Dotted line indicates
the index profile N 2

2 �x� without grating.

and reflected waves have the same transverse distribution but with opposite
propagation directions, we have

E2 = E1 ≡ E� (4.122a)

�2 = −�1 = −�	 (4.122b)

As shown in Eq. (4.81a), we have the following equations for the TE mode
in the slab waveguide:

uz · �E∗
1 × H1 + E1 × H∗

1�= 2�
��0

�Ey�2	 (4.123a)

uz · �E∗
2 × H2 + E2 × H∗

2�= − 2�
��0

�Ey�2� (4.123b)

E∗
1 · E2 = E∗

2 · E1 = �Ey�2	 (4.123c)

Substituting Eqs. (4.13) and (4.123) into Eqs. (4.30) and (4.31), the mode-
coupling equations for the Bragg optical waveguide are given by

dA

dz
= −jB exp�j2�z�

k2

2�

∫ �
−��N

2 −N 2
2 ��Ey�2dx∫ �

−� �Ey�2dx
� (4.124a)

dB

dz
= jA exp�−j2�z�

k2

2�

∫ �
−��N

2 −N 2
1 ��Ey�2dx∫ �

−� �Ey�2dx
� (4.124b)
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where N 2
1 =N 2

2 . As shown in Fig. 4.17, the perturbation term 
N 2�x� z�−N 2
2 �x��

becomes zero outside of the grating region. Then it is expressed as

N 2 −N 2
2 =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

0
(
x>a+ s+ h

2

)

�∑
m=−�

Am�x� exp
(
−j

2�m
�

z

) (
a+ s− h

2
� x� a+ s+ h

2

)

0
(
x<a+ s− h

2

)
�

(4.125)

where s denotes the average thickness of the grating layer and h is a grating
height. Fourier expansion coefficient Am is obtained by

Am�x�= 1
�

∫ w0+�

w0


N 2�x� z�−N 2
2 �x�� exp

(
j

2�m
�

z

)
dz� (4.126)

where w0 is given by

w0 = − �

2�
cos−1

[
2
h
�x− a− s�

]
	 (4.127)

The integration of Eq. (4.126) is separated into two cases, corresponding to
the sign of �x− a− s�, as shown in Fig. 4.18.

a. x� a+ s [Fig. 4.18(a)]:

Am�x�=

⎧
⎪⎨

⎪⎩

2w2

�
�n2

1 − n2
0� �m= 0�

n2
1 − n2

0

�m
sin
(

2�m
�

w2

)
�m 
= 0�

(4.128)

w2 = �

2�
cos−1

[
2
h
�x− a− s�

]
(4.129)

b. x<a< s [Fig. 4.18(b)]:

Am�x�=

⎧
⎪⎪⎨

⎪⎪⎩

−
(

2w4

�
− 1

)
�n2

1 − n2
0� �m= 0�

−n2
1 − n2

0

�m
sin
(

2�m
�

w4

)
�m 
= 0�

(4.130)

w4 = �

2
+ �

2�
cos−1

[
2
h
�a+ s− x�

]
	 (4.131)
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Figure 4.18 Coordinate systems in the calculation of Am�x� for (a) x� a+ s and (b) x<a+ s.

Refractive-index perturbation N 2�x� z�−N 2
2 �x� is then given, from Eqs. (4.125)–

(4.131), as

N 2 −N 2
2 =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0
(
x>a+ s+ h

2

)

�∑
m=−�

n2
1 − n2

0

�m
sin
(

2�m
�

w2

)
exp

(
−j

2�m
�

z

) (
a+ s� x� a+ s+ h

2

)

− �∑
m=−�

n2
1 − n2

0

�m
sin
(

2�m
�

w4

)
exp

(
−j

2�m
�

z

) (
a+ s− h

2
� x� a+ s

)

0
(
x<a+ s− h

2

)
	

(4.132)

Integer m in this equation represents the diffraction order of the grating. The
coupled mode equation for the mth diffraction order is given, from Eqs. (4.124)
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and (4.132), as

dA

dz
= −j�GB exp

[
j

(
2�− 2�m

�

)
z

]
� (4.133a)

dB

dz
= j�GA exp

[
−j

(
2�− 2�m

�

)
z

]
� (4.133b)

where

�G = k2

2�P
n2

1 − n2
0

�m

[∫ a+s+h/2

a+s
sin
(

2�m
�

w2

)
�Ey�2dx

−
∫ a+s

a+s−h/2
sin
(

2�m
�

w4

)
�Ey�2dx

]
� (4.134)

P =
∫ �

−�
�Ey�2dx	 (4.135)

Let us obtain the electric field distribution Ey in the nonperturbed refractive-
index profile N1�x� [or N2�x�] in order to calculate �G. Here we assume the
following practical parameters in the five-layer slab waveguide as shown in
Fig. 4.19 [6]:

{
nc = 3	50� n1 = 3	38� n0 = 3	17

2a= 0	25�m� s= 0	1�m� h= 100 − 1500Å	
(4.136)

Under these waveguide parameters, the propagation constant � lies between kn0

and kn1�kn0 <�<kn1�. The electric field distribution is then obtained as

Ey =

⎧
⎪⎨

⎪⎩

Q cos��x� �0� �x�� a�

H cos
��x− a��+C sin
��x− a�� �a� �x�� a+ s�

D exp
−��x− a− s�� ��x�>a+ s��

(4.137)

Figure 4.19 Nonperturbed refractive-index profile N1�x� or N2�x� before grating is formed.



192 Coupled Mode Theory

where transverse wavenumbers are given by
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

�= k

√

n2
c −

(
�

k

)2

�= k

√

n2
1 −

(
�

k

)2

� = k

√(
�

k

)2

− n2
0	

(4.138)

The eigenvalue equation for the TE mode is obtained by applying the conti-
nuity conditions for Ey and Hx ∝dEy/dx:

[
�+� tan��s�
� − � tan��s�

]
� sin��a�= � cos��a�	 (4.139)

Constants H , C, and D in Eq. (4.137) and optical power P in Eq. (4.135) are
expressed in terms of Q as

H

Q
= cos��a�� (4.140a)

C

Q
= −�

�
sin��a�� (4.140b)

D

Q
= cos��a� cos��s�− �

�
sin��a� sin��s�� (4.140c)

P0 ≡ P

Q2
= a+ sin�2�a�

2�
+
(
D

Q

)2 1
�

+
(
H

Q

)2 [
s+ sin�2�s�

2�

]

+H

Q

C

Q

1
�

1 − cos�2�s��+

(
C

Q

)2 [
s− sin�2�s�

2�

]
	 (4.140d)

Substituting Eqs. (4.137)–(4.141) in Eq. (4.134), the coupling coefficient of the
Bragg waveguide is given by

��G = 1
��/k�P0

n2
1 − n2

0

m

∫ h/2

0
F� � sin

[
m cos−1

(
2
h
 

)]
d (4.141)

F� �=
(
D

Q

)2

exp�−2� �− cos�m��

×
{
H

Q
cos
��s−  ��+ C

Q
sin
��s−  ��

}
	 (4.142)
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Figure 4.20 Coupling coefficient of the Bragg waveguide with respect to the grating height h.

Figure 4.20 shows the coupling coefficient �G of the TE mode in the Bragg
waveguide with the parameters of Eq. (4.136). The effective index of the non-
perturbed waveguide with the parameters of Eq. (4.136) is calculated to be

neff = �

k
= 3	289136	 (4.143)

The phase-matching condition for the maximum mode coupling is given, from
Eq. (4.65), as

�=m
�

2neff

� 0	2356m ��m� �m= 1�2� � � � �	 (4.144)

It is seen from Eq. (4.144) that the grating pitch should be �= 0	2356��m�
in order to fabricate DFB lasers with first-order diffraction (m = 1). For the
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first-order diffraction grating with grating height h=1000 Å, the mode-coupling
coefficient is given, from Fig. 4.20, by �G � 300 cm−1. If we want to make the
grating reflectivity R larger than 0.95, it is seen from Eq. (4.71) that �GL� 2	18
should be satisfied. Then the minimum necessary grating length is given by

L�
2	18
�G

� 73 ��m�	 (4.145)

The general phase-matching condition of the Bragg optical waveguide is
given by substituting Eqs. (4.13) and (4.132) into Eqs. (4.30) and (4.31):

2�
�

m=�1 −�2	 (4.146)

Then the propagation direction of the diffracted wave varies, depending on
the magnitude of �, as shown in Fig. 4.21. When � = �/neff , as shown in
Fig. 4.21(b), the first-order diffracted wave is reflected perpendicular to the
incident wave. Therefore, semiconductor lasers having this grating are applicable
to the surface emitting lasers. It is seen from the right-hand figure of Fig. 4.21(b)
that the DFB laser can be fabricated even when the grating pitch is �=�/neff if
we use second-order diffraction �m=2�. However, the mode-coupling coefficient

Figure 4.21 Relation of the propagation direction of a diffracted wave with the grating period �.
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is �G � 20 cm−1 for the second-order diffraction wave at the grating height of
h=1000 Å. Then the minimum grating length necessary to obtain the reflectivity
of R� 0	95 becomes L� 1	1 �mm�. Such a long grating is disadvantageous for
lasers, since the chip size becomes large and propagation loss in the grating
increases. It is well understood that the first-order grating is particularly important
for DFB lasers.

4.5. OPTICAL WAVEGUIDE DEVICES USING
DIRECTIONAL COUPLERS

Directional couplers are very important components in the fabrication of vari-
ous optical devices. In this subsection, several optical devices utilizing directional
couplers are described.

4.5.1. Mach–Zehnder Interferometers

We consider the case in which light is coupled into the upper waveguide of
a Mach–Zehnder interferometer. Here we assume that both arms have the same
waveguide structures; that is, we have � = 0 and q = � in Eqs. (4.36)–(4.38).
Substituting A�0�=A0 and B�0�= 0 in Eqs. (4.36) and (4.37), the outputs of the
first directional coupler are given by

⎧
⎨

⎩

A1 =A0 cos���� (4.147a)

B1 = −jA0 sin����� (4.147b)

where � denotes the coupling length. It should be noted here that mode coupling
takes place not only in the straight coupling region but also in the curved regions.
Therefore, the coupling length � in this subsection is an effective straight coupling
length, which includes the entire mode-coupling effect in the straight and curved
coupling regions [13]. When the first coupler is a 3-dB coupler with ��=�/4,
light-splitting ratios are A1 =A0/

√
2 and B1 =−jA0/

√
2. After passing through

the interferometer straight arms, A2 and B2 become

⎧
⎪⎪⎨

⎪⎪⎩

A2 =A1 exp�−j�L�= A0√
2

exp�−j�L� (4.148a)

B2 = B1 exp�−j�L+ j!�= −j
A0√

2
exp�−j�L+ j!�� (4.148b)
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Figure 4.22 Mach–Zehnder optical interferometer.

where ! denotes excess phase shift in the lower arm, as shown in Fig. 4.22.
Then the outputs of the interferometer are given by substituting Eq. (4.148) into
Eqs. (4.36) and (4.37):

⎧
⎪⎪⎨

⎪⎪⎩

A3 = −jA0 sin
(
!

2

)
exp

(
−j�L+ j!

2

)
(4.149a)

B3 = −jA0 cos
(
!

2

)
exp

(
−j�L+ j!

2

)
	 (4.149b)

Here we assumed that the second coupler is also a 3-dB coupler having
��=�/4. The optical intensity in each output port is given by

⎧
⎪⎪⎨

⎪⎪⎩

�A3�2 = �A0�2 sin2

(
!

2

)
(4.150a)

�B3�2 = �A0�2 cos2

(
!

2

)
	 (4.150b)

It is seen from these equations that light can be switched from port A to port B
or vice versa by changing the phase ! from � to zero. When the Mach–Zehnder
interferometer is used as an optical modulator, optical phase ! is modulated in
proportion to the input signal. When phase ! is slightly modulated with �!,
output intensity in Eqs. (4.150) becomes �A3�2 ��A0�2��!/2�2 and �B3�2 ��A0�2.
It is shown that linear modulation is not obtained with the present condition. If
we add the phase bias of �/2 and apply the phase modulation of �!, Eq. (4.150a)
becomes

�A3�2 =�A0�2 sin2

(
�

4
+ �!

2

)
= 1

2
�A0�2
1+ sin��!��� 1

2

A0�

2�1+�!�	 (4.151)

Then optical intensity becomes linearly dependent on the input signal �!.
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4.5.2. Ring Resonators

The steady-state input–output relations of the optical ring resonator in
Fig. 4.23 are expressed by

⎧
⎨

⎩

A= �1 − ��1/2
A0 cos����− jB0 sin����� (4.152a)

B = �1 − ��1/2
−jA0 sin����+B0 cos������ (4.152b)

where �� �, and � denote the mode-coupling coefficient of the directional coupler,
the coupling length, and the intensity-insertion-loss coefficient, respectively [14].
In Eqs. (4.152), we assumed that input/output and resonator waveguides have
the same propagation constant �. When we denote the intensity attenuation
coefficient of the ring waveguide as ��B0 is expressed by

B0 =B exp
(
−�

2
L− j�L

)
	 (4.153)

The amplitude transmittance of the optical ring resonator is then given, from
Eqs. (4.152) and (4.153), by

A

A0

= �1 − ��1/2

⎡

⎢
⎣

cos����− �1 − ��1/2 exp
(
−�

2
L− j�L

)

1 − �1 − ��1/2 cos���� exp
(
−�

2
L− j�L

)

⎤

⎥
⎦ 	 (4.154)

Figure 4.23 Optical ring resonator.
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When we introduce new parameters x� y, and !, defined by

⎧
⎪⎪⎨

⎪⎪⎩

x = �1 − ��1/2 exp
(
−�

2
L
)

(4.155a)

y = cos���� (4.155b)

!= �L (4.155c)

then the intensity transmittance of the optical ring resonator is obtained as

T�!�=
∣
∣
∣
∣
A

A0

∣
∣
∣
∣

2

= �1 − ��

[
1 − �1 − x2��1 − y2�

�1 − xy�2 + 4xy sin2�!/2�

]
	 (4.156)

Figure 4.24 shows the transmission characteristics of the optical ring resonator
as a function of !. The maximum and minimum transmittances are given by

Tmax = �1 − ��
�x+ y�2

�1 + xy�2
� (4.157)

Tmin = �1 − ��
�x− y�2

�1 − xy�2
	 (4.158)

Figure 4.24 Transmission characteristics of the optical ring resonator.
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It is seen from these equations that x � y � 1 should be satisfied in order to
maximize Tmax while minimizing Tmin as much as possible. The full width at the
half maximum (FWHM) �! and the finesse F of the resonator are given by

�!= 2�1 − xy�√
xy

	 (4.159)

F = 2�
�!

= �
√
xy

�1 − xy�
	 (4.160)

The resonance peak of Tmin in Eq. (4.158) is obtained at

!=�L= 2m�	 (4.161)

Moreover, Tmin becomes zero when x= y or

cos����= �1 − ��1/2 exp
(
−�

2
L
)

(4.162)

is satisfied. For example, the best resonance characteristics are obtained at

{
m= 20000

��= 0	262
(4.163)

in the ring resonator with the intensity insertion loss of the coupler 0.1 dB
��� 0	023�, ring resonator length L= 2 cm, intensity attenuation coefficient of
the waveguide 0.1 dB �� � 0	023 cm−1�, wavelength of light � = 1	5�m, and
effective index of the core n= 1	5��= 2� × 104 cm−1�. The finesse of the ring
resonator is F = 45 at these conditions.

Let us next obtain the spacing of the two resonance peaks. We denote the
wavenumber corresponding to ! = 2m� as k and that corresponding to ! =
2�m + 1�� as �k + �k�. Since m is very large, as shown in Eq. (4.163), the
deviation of the wavenumber �k is quite small with respect to k. In other words,
we have ��k� � k. The deviation in � caused by the slight variation of the
wavenumber is obtained, from Eq. (4.161), as 
��k+�k�−��k��= 2�/L. This
is rewritten, by taking into account the relation ��k� � k, as

d�

dk
�k= 2�

L
	 (4.164)

Substituting �= kn (n is an effective index) into Eq. (4.164), we obtain

d�

dk
= n+ k

dn

dk
= n−�

dn

d�
≡N� (4.165)
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where N is a group index, given by Eq. (3.119). Since the frequency shift �f
and the wavelength shift �� are related to the variation of the wavenumber �k
as �f = �c/2���k and ��= −��2/2���k, resonance spacings in terms of the
frequency and wavelength are given by

�f = c

NL
� (4.166a)

��= − �2

NL
	 (4.166b)

The frequency spacing of the two resonance peaks is called a free spectral
range (FSR). FWHMs in terms of frequency and wavelength at the resonance
peaks are given, from Eqs. (4.160) and (4.161), by

�f = c

FNL
� (4.167a)

��= �2

FNL
� (4.167b)

where we used the relation �!=���L�= �d�/dk��k ·L=2�/F . For the previous
parameters of ring resonator, the resonance peaks are

�f = 10 GHz�

��= −0	075 nm� (4.168)

and the FWHMs are

�f = 222 MHz�

��= 0	0017 nm	

Here we assumed N = n for simplicity.

4.5.3. Bistable Devices

Here we consider the open type of ring resonator, as shown in Fig. 4.25,
consisting of the optical waveguide whose refractive index changes in accordance
with optical intensity, that is, the Kerr medium [15]. The intensity transmittance
of the open type of ring resonator is given, using the parameters of Eq. (4.155), by

T�!�=
∣
∣
∣
∣
E

E0

∣
∣
∣
∣

2

= P

P0

= �1 − ��
x2�1 − y�2

�1 − x2y2�2 + 4x2y2 sin2�!/2�
	 (4.169)
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Figure 4.25 Open type of optical ring resonator.

Figure 4.26 Graphical representation of the bistable optical device. Curved and straight lines
represent Eqs. (4.169) and (4.171), respectively.

The dependence of intensity transmittance on optical phase ! is shown in
Fig. 4.26. On the other hand, intensity transmittance along Pf →P is given by

�1 − �� sin2����= �1 − ��
1 − cos2�����= �1 − ���1 − y2�
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Figure 4.27 Hysteresis curve of the bistable optical device.

since amplitude transmittance along Ef →E is expressed by −j
√

1 − � · sin����.
Then the relation between the optical power inside the ring Pf and output power
P is obtained as

P = �1 − ���1 − y2�Pf 	 (4.170)

Optical phase ! in the Kerr medium is given by

!=�L= knL= k

(
n0 + n2

Pf

Aeff

)
L� (4.171)

where n2 and Aeff denote the Kerr coefficient [15] and the effective core area
of the waveguide, respectively. For example, n2 = 3	18 × 10−20 m2/W for the
silica waveguide and n2 = 2 × 10−14 m2/W for the semiconductor doped glass
�CdSxSe1−x� [16]. Substituting Eq. (4.170) in Eq. (4.171), we obtain

T�!�= P

P0

= S

P0

�!−!0�� (4.172)

where

!0 = kn0L� (4.173)

S = �1 − ���1 − y2�
Aeff

kn2L
	 (4.174)
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Several straight lines in Fig. 4.26 show Eq. (4.172) for different input power
P0. When a constant optical phase !0, called a detuning, is properly set, as shown
in Fig. 4.26, output power P varies along A→B→C →D→E in accordance
with the input power change, as shown in Fig. 4.27. In contrast, when input
power decreases, output power varies along E →D→ F →B→A. Therefore,
a bistable condition is obtained for the same input power P0 but for a different
orientation.

4.6. FIBER BRAGG GRATINGS

A fiber Bragg grating, which has periodical perturbation of the refractive
index in the fiber core, acts as a wavelength-selective reflection filter. UV (ultra
violet) exposure causes a refractive-index change in germanium-doped silica
glass [17, 18]. A fiber Bragg grating is fabricated by exposing a UV interference
pattern to the fiber core from the transverse direction. Figure 4.28 shows the
grating fabrication method using a phase mask. The wavelength of UV light
is selected to correspond to the absorption band of germanium-related glass
defects. Generally, a KrF excimer laser (248 nm) or an SHG Ar laser (244 nm)
is used as a UV light source. Photosensitivity can be enhanced by increasing
the germanium concentration or the hydrogen loading. In the case of hydrogen
loading, a refractive-index change of more than 1 × 10−2 can be obtained.

The reflection spectrum of the fiber Bragg grating filter is given by
Eqs. (4.67)–(4.69) and Fig. 4.8. If the grating is formed uniformly, as shown in
Fig. 4.6 or Fig. 4.29(a), the sidelobe level of the reflection spectrum becomes
rather high (about 0.2 in Fig. 4.8). For the applications to the bandpass or band
rejection filters, the sidelobe level should be well below −30 dB. Weighting the
amplitude of modulation by using a certain window function, generally called
apodization, is effective for sidelobe suppression [19]. Figure 4.29(b) shows

Figure 4.28 Fiber Bragg grating fabrication method using a phase mask.
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Figure 4.29 Refractive-index profiles and calculated reflection spectra for (a) uniform grating,
(b) Gaussian apodized grating, and (c) Gaussian apodized grating with raised average refractive
index. (After Ref. [20]).

a calculated reflection spectrum of a Gaussian apodized grating [20]. In this
case, a nonuniformity of the average refractive index along the fiber causes a
Fabry–Perot resonance ripple on the short-wavelength side of the reflection band.
By correcting the nonuniformity of the average refractive index, a symmetrical
and sidelobe-suppressed spectrum without ripple can be obtained, as shown in
Fig. 4.29(c).

Appendix 4A Derivation of Equations (4.8) and (4.9)

The term in Eq. (4.6) to be integrated is expressed as

I1 = Ẽ∗
1 · �4	5�− H̃∗

1 · �4	4�= dA

dz

Ẽ∗

1 · �uz × H̃1�− H̃∗
1 · �uz × Ẽ1��

+dB

dz

Ẽ∗

1 · �uz × H̃2�− H̃∗
1 · �uz × Ẽ2��− j��0A�N

2 −N 2
1 �Ẽ

∗
1 · Ẽ1

−j��0B�N
2 −N 2

2 �Ẽ
∗
1 · Ẽ2	 (4.175)

When we use the following vectorial formulas:

Ẽ∗
1 · �uz × H̃1�= −uz · �Ẽ∗

1 × H̃1�� (4.176a)

H̃∗
1 · �uz × Ẽ1�= uz · �Ẽ1 × H̃∗

1�� (4.176b)
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then Eq. (4.175) can be rewritten as

I1 = −dA

dz
uz · 
Ẽ∗

1 × H̃1 + Ẽ1 × H̃∗
1�−

dB

dz
uz · 
Ẽ∗

1 × H̃2 + Ẽ2 × H̃∗
1�

−j��0A�N
2 −N 2

1 �Ẽ
∗
1 · Ẽ1 − j��0B�N

2 −N 2
2 �Ẽ

∗
1 · Ẽ2	 (4.177)

In a similar manner, the term in Eq. (4.7) to be integrated is expressed as

I2 = Ẽ∗
2 · �4	5�− H̃∗

2�4	4�= −dA

dz
uz · 
Ẽ∗

2 × H̃1 + Ẽ1 × H̃∗
2�

−dB

dz
uz · 
Ẽ∗

2 × H̃2 + Ẽ2 × H̃∗
2�− j��0A�N

2 −N 2
1 �Ẽ

∗
2 · Ẽ1

−j��0B�N
2 −N 2

2 �Ẽ
∗
2 · Ẽ2	 (4.178)

Appendix 4B Exact Solutions for the Coupled Mode
Equations (4.26) and (4.27)

We assume the solutions of the coupled-mode equations (4.26) and (4.27) in
the forms

A�z�= 
a1e
jQz + a2e

−jQz� exp
[
−j�z+ j

�a +�b

2
z

]
� (4.179)

B�z�= 
b1e
jQz + b2e

−jQz� exp
[
j�z+ j

�a +�b

2
z

]
	 (4.180)

Substituting these equations in Eqs. (4.26) and (4.27), the following relations are
obtained:


ab1 = −�Q− �̂�a1� (4.181)


ab2 = �Q+ �̂�a2� (4.182)


ba1 = −�Q+ �̂�b1� (4.183)


ba2 = �Q− �̂�b2� (4.184)

where

�̂= �+ �a −�b

2
	 (4.185)

In order that Eqs. (4.181)–(4.184) have nontrivial solutions except for a1 =a2 =
b1 = b2 = 0�Q�>0� should be given by

Q=
√

a
a + �̂2	 (4.186)
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Considering the boundary conditions at z= 0 as

a1 + a2 =A�0�� (4.187)

b1 + b2 = B�0�� (4.188)

coefficients a1� a2� b1, and b2 are given by

a1 = 1
2

{(

1 + �̂

Q

)

A�0�− 
a

Q
B�0�

}

� (4.189)

a2 = 1
2

{(

1 − �̂

Q

)

A�0�+ 
a

Q
B�0�

}

� (4.190)

b1 = 1
2

{

−
b

Q
A�0�+

(

1 − �̂

Q

)

B�0�

}

� (4.191)

b2 = 1
2

{

b

Q
A�0�+

(

1 + �̂

Q

)

B�0�

}

	 (4.192)

Substituting Eqs. (4.189)–(4.192) in Eqs. (4.179) and (4.180), we obtain the
strict solutions for the codirectional coupled-mode equations:

A�z�=
{[

cos�Qz�+ j
�̂

Q
sin�Qz�

]

A�0�− j

a

Q
sin�Qz�B�0�

}

× exp
−j��̂−�a�z�� (4.193)

B�z�=
{

−j

b

Q
sin�Qz�A�0�+

[

cos�Qz�− j
�̂

Q
sin�Qz�

]

B�0�

}

× exp
j��̂−�b�z�	 (4.194)
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Chapter 5

Nonlinear Optical Effects
in Optical Fibers

Though the nonlinearity of silica-based fiber is quite small, several nonlinear
optical effects manifest themselves conspicuously owing to the fact that (a) the
power density is very high because light is confined into a small cross-sectional
area, (b) the interaction length between the light wave and fiber material is
quite long due to the low-loss property of fibers, and (c) coherent interaction is
possible since the modal field distribution and polarization are well prescribed
and maintained over the long length [1]. Various nonlinear optical effects in
fibers will be explained, such as optical solitons, stimulated Raman scattering,
stimulated Brillouin scattering, and second-harmonic generation.

5.1. FIGURE OF MERIT FOR NONLINEAR EFFECTS

When 1 W of optical power is coupled into single-mode optical fiber with
the core diameter of 10�m, the optical power density exceeds 1 MW/cm2.
Such high power density and very long interaction length are the features of
nonlinear optical effects in optical fibers. The I ·L product, which is important to
evaluate the nonlinear interactions, is defined as the product of optical intensity
I�I = optical power P/effective area of the beam) and the interaction length L.
In the bulk optics, when the spot size (beam radius at which an electric field
becomes 1/e) at the focal point is W0, the beam radius w�z� at the distance z
from the focal point is expressed by [2]

w�z�=w0

√

1 +
(

�z

�nw2
0

)2

� (5.1)
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where � and n denote the wavelength of light and the refractive index of the
medium, respectively. The optical intensity at z is given by

IB�z�= P

�w�z�2
� (5.2)

Then I ·L product of the bulk lens system is obtained as

�I ·L	B =
∫ �

−�
IB�z�dz=�

nP

�

 (5.3)

It is known that there is no other way than to increase the input power P in
order to enhance the nonlinear effect in the bulk optics system. In contrast, the
optical intensity of the fiber at distance z is given by

IF �z�= P exp�−�z�

�w2
0

� (5.4)

where � and w0 denote the attenuation coefficient and spot size of the fiber,
respectively. The I ·L product of the fiber with length L is given by

�I ·L	F =
∫ �

−�
IF �z�dz= P

�w2
0

Leff� (5.5)

where Leff denotes the effective interaction length, which is defined by

Leff = �1 − exp�−�L�	

�

 (5.6)

It is seen from Eq. (5.5) that the I ·L product can be increased by using low-
loss and small-core (high refractive-index difference) fibers. When fiber length
L is sufficiently long, effective length can be approximated by Leff = 1/�.
Then the ratio of the I · L product between bulk optics and optical fibers is
expressed as

�1 ·L	F
�1 ·L	B

= �

��W0�
2n�


 (5.7)

For example, we have �I · L	F/�I · L	B ≈ 5 × 107 for the fiber parameters of
�= 1�m� n= 1
5��= 2
3 × 10−4 m−1 (loss of 1 dB/km) and w0 = 2
4�m. It is
known that 1 W of optical power is sufficient in optical fibers to generate the
same level of nonlinear effects for which several megawatts was required.
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5.2. OPTICAL KERR EFFECT

The optical Kerr effect is the phenomenon in which the refractive index of
the medium changes when the electron orbit is deformed by the strong electric
field [3]. The refractive index under the Kerr effect is expressed as n0 + n2�E�2,
where n0 and n2 denote linear refractive index and the Kerr coefficient, respec-
tively. The Kerr coefficient in the silica glass fiber is typically given by n2 =
1
22×10−22 m2/V2 [4]. It is expressed in the different unit systems as n2 =3
18×
10−20 m2/W or n2 = 1
1 × 10−13 (esu, or cm2/statvolt2). The interesting and
important nonlinear effects in optical fibers utilizing optical Kerr effect are (1)
optical solitons, (2) optical pulse compression and (3) modulational instabilities.

5.2.1. Self-phase Modulation

When a high-intensity short pulse is coupled to optical fiber, the instantaneous
phase of optical pulse rapidly changes through the optical Kerr effect. If we
express the envelope of the optical pulse as E and the linear refractive index at the
angular frequency �0 as n��0�, the effective index of the optical fiber is given by

n��0� �E�2�= c


�0

= n��0�+ n0�E�2
 (5.8)

Since we define the optical phase as � = �0t − 
z, instantaneous angular
frequency is given as the derivative of � with respect to time t:

��t�= ��

�t
=�0 − �0n2

c
z
��E�2
�t


 (5.9)

Here we consider the variation of optical intensity in the medium at z during
the passage of optical pulse. Therefore, time t progresses from right-hand side
(preceding edge of the pulse) of Fig. 5.1 to the left-hand side (trailing edge). As
shown in Fig. 5.1 we have ��E�2/�t > 0 at the preceding edge of the pulse and
��E�2/�t< 0 at the trailing edge. Then it is seen from Eq. (5.9) that the angular
frequency decreases (�<�0) at the preceding edge and increases (�>�0) at the
trailing edge of the pulse. This is schematically illustrated in Fig. 5.1(b). This
phenomenon is called self-phase modulation (SPM), which causes the frequency
chirping to the optical pulse.

As described in Section 3.6.4, wavelength dependencies of the group veloc-
ity for a 1
3-�m zero-dispersion fiber and a 1
55-�m zero-dispersion fiber
(dispersion-shifted fiber, DSF) are shown in Fig. 5.2. The spectral region shorter
than the zero-dispersion wavelength �0 is called a normal dispersion region,
and that longer than �0 is called an anomalous dispersion region. In the
anomalous dispersion region, the lower the frequency (the longer the wave-
length), the smaller the group velocity. Then the group velocity at the preceding
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Figure 5.1 Self-phase modulation of optical pulse: (a) Pulse waveform and (b) instantaneous
angular frequency (or wavelength) change.

edge of the optical pulse having a lower frequency becomes small. In contrast,
the group velocity at the trailing edge of the optical pulse having a higher fre-
quency becomes large. This compresses the optical pulse. If the compression of
the optical pulse due to the self-phase modulation balances with and cancels the
pulse broadening caused by the dispersion, the optical pulse propagates through
the fiber while maintaining its original pulse shape. This is called an optical soli-
ton (more precisely, a bright optical soliton) [5, 6]. The historically well-known
solitary wave on the surface of shallow water and the nonlinear vibration of the
one-dimensional lattice are solitons of the waves themselves. In the optical fiber,
however, the envelope of the optical pulse becomes a solitary wave. Therefore
a soliton in the fiber is called an envelope soliton.

In the normal dispersion region, the group velocity at the preceding edge of
the optical pulse having a lower frequency becomes large and the group velocity
at the trailing edge of the optical pulse having a higher frequency becomes small.
Then the energy of the optical pulse is dispersed into preceding and trailing
edges of the pulse and the pulse temporal shape becomes square. When such
a frequency-chirped and square-shaped pulse is passed through an anomalous
medium such as a grating pair, the optical pulse is compressed. This will be
described in Section 5.4.
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Figure 5.2 Wavelength dependencies of the group velocity op optical fibers. A: 1.3-�m zero-
dispersion fiber; B: 1.55-�m zero-dispersion fiber (dispersion-shifted fiber, DSF).

In the normal dispersion region, a dark soliton exists. The dark soliton is
also a solitary wave that is generated by cutting a portion of a continuous wave.
Nonlinear chirping of the intensity dip in the continuous wave balances the group
velocity dispersion of optical fiber in the normal region.

5.2.2. Nonlinear Schrödinger Equation

The wave equation in the medium with nonlinear electric polarization FNL is
expressed as

�2E = �0

�2D
�t2

� (5.10)

D = �E + PNL
 (5.11)
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The nonlinear polarization FNL is assumed to be small and is treated as the
perturbation from the linear polarization. Next the optical field is assumed to
maintain its polarization along the fiber length so that a scalar approach is valid.
Thirdly, the spectral width �� of the optical pulse is assumed to be sufficiently
small compared to the center angular frequency �0. Since �0 � 1015 s−1, the last
assumption is valid for pulses whose width is �0 >0
1 ps���<2 ×1013 s−1�. The
third assumption is called a slowly varying envelope approximation (SVEA),
in which the temporal variation of the pulse envelope is sufficiently slow com-
pared to the optical cycle. In the slowly varying envelope approximation, the
rapidly varying part of the electric field is separated from the slowly varying
envelope as

E�r� t�= 1

2
ux�E�r� t� exp�j�0t�+ c
c
	� (5.12)

where E�r� t� is a slowly varying function of time relative to the optical period,
c.c. denotes complex conjugate, and ux is the polarization unit vector of the light,
assumed to be linearly polarized along the x-axis. When we add the optical loss
or gain to the refractive-index change caused by the Kerr effect, we obtain [1]

D = �E + PNL = �0

(
n+ n2�E�2 − j

�

k

)2
E� (5.13)

where � is an attenuation coefficient and k=�0/c. Assuming that the nonlinear
polarization and the fiber attenuation are small, we can separate Eq. (5.13) into

�E = �0

(
n2 − j2n

�

k

)
E� (5.14)

PNL = 2�0nn2�E�2E
 (5.15)

The envelope function of the electric field E�r� t� is expressed as the product
of the transverse field distribution R�r� �� and the axial amplitude variation
A�z� t�exp�−j
0z�:

E�r� t�=R�r� ��A�z� t� exp�−j
0z�� (5.16)

where 
0 denotes the propagation constant in the absence of the Kerr effect.
Substituting Eqs. (5.12) and (5.16) in Eq. (5.10), �2E is given by

�2E = ux�
2ex = ux

(
�2

�r2
+ 1
r2

�

�r
+ 1
r2

�2

��2
+ �2

�z2

)
ex� (5.17)

where

ex = 1
2
R�r� ��A�z� t� exp�j��0t−
0z�	+ c
c
 (5.18)
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Since the variation of A�z� t� along the z-direction is much slower than that
of exp�−j
0z�, we can assume ��2A/�z2� � 
2

0�A�. Taking this into account,
Eq. (5.17) is reduced to

�2E = 1
2

ux

{[
A�z� t�

(
�2R

�r2
+ 1
r

�R

�r
+ 1
r2

�2R

��2

)

+ R�r� ��

(
−j2
0

�A

�z
−
2

0A

)]
exp�j��0t−
0z�	+ c. c


}

 (5.19)

The right-hand side of Eq. (5.10) is calculated by substituting Eqs. (5.11)–(5.16)
in it and using the slowly-varying envelope approximation:

�0

�2��E�
�t2

= −1
2

uxk
2
(
n2 − j2n

�

k

)

× �R�r� ��A�z� t� exp�j��0t−
0z�	+ c
c
� � (5.20)

�0

�2PNL

�t2
= −uxk

2nn2�E�2 �R�r� ��A�z� t� exp�j��0t−
0z�	+ c
c
� 
 (5.21)

From Eqs. (5.19)–(5.21), Eq. (5.10) reduces to
[
�2R

�r2
+ 1
r

�R

�r
+ 1
r2

�2R

��2
+ �k2n2 −
2

0�R

]
A

+
(

−j2
0

�A

�z
− j2kn�A+ 2k2nn2�E�2A

)
R= 0
 (5.22)

Strictly speaking, the transvere mode profile of the optical fiber under Kerr
effect nonlinearity becomes different from the unperturbed profile R�r� ��. Based
on first-order perturbation theory, however, the electric field profile R�r� ��
can be approximated to be the same as that of the linear state, although the
propagation constant becomes different as 
0 → 
���. Then the electric field
R�r� �� satisfies the wave equation

�2R

�r2
+ 1
r

�R

�r
+ 1
r2

�2R

��2
+ �k2n2 −
2�R= 0
 (5.23)

Substitution of Eq. (5.23) in Eq. (5.22) gives

�
2 −
2
0�RA+

(
−j2
0

�A

�z
− j2kn�A+ 2k2nn2�R�2�A�2A

)
R= 0
 (5.24)

Multiplying this last equation by R∗ and integrating it over the cross-sectional
area, we have

�
2 −
2
0�A− j2
0

�A

�z
− j2kn�A+ 2k2nn2��A�2A= 0
 (5.25)
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where � is defined by

�=
∫ 2�

0

∫ �
0 �R�4r dr d�

∫ 2�
0

∫ �
0 �R2�r dr d� 
 (5.26)

Figure 5.3 shows the variation of � with the normalized frequency � for the
HE11 mode in the step-index fiber, where the transversel electric fields in the core
and cladding are given by J0�ur/a� and �J0�u�/K0�w�	K0�wr/a�, respectively
[refer to Eqs. (3.94) and (3.95) or (4.109) and (4.110)]. It is seen from Fig. 5.3
that we can approximate as �� 1/2 under the normal operating condition of
the optical fibers (v=1.5–2.4). Based on the weakly guiding approximation, we
approximate 
�
0 � kn in Eq. (5.25). Dividing Eq. (5.25) by 2kn, we obtain

�
−
0�A− j
�A

�z
− j�A+ 1

2
kn2�A�2A= 0
 (5.27)

Propagation constant 
��� is approximated by the Taylor series expansion:


���−
0 = ��−�0�

′ + 1

2
��−�0�

2
′′ + · · · 
 (5.28)

Figure 5.3 Dependency of � on the normalized frequency � for the HE11 mode in the step-index
fiber.
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Substitution of this equation into Eq. (5.27) gives

j
�A

�z
− ��−�0�


′A− 1
2
��−�0�

2
′′A+ j�A− 1
2
kn2�A�2A= 0
 (5.29)

We notice here the Fourier transformation formula for the differential equation:
∫ �

−�
�A

�t
exp�−j��−�0�t	 dt

= �A�z� t� exp�−j��−�0�t�	
�
−� +

∫ �

−�
j��−�0�A exp�−j��−�0�t	 dt

=
∫ �

−�
j��−�0�A exp�−j��−�0�t	 dt� (5.30a)

∫ �

−�
�2A

�t2
exp�−j��−�0�t	 dt=

∫ �

−�
−��−�0�

2A exp�−j��−�0�t	 dt
 (5.30b)

Comparing both terms in Eqs. (5.30a) and (5.30b), we see that the following
substitution relations hold:

j��−�0�A→ �A

�t
� (5.31a)

−��−�0�
2A→ �2A

�t2

 (5.31b)

Then Eq. (5.29) is rewritten, by using Eq. (5.31), as

j

[
�A

�z
+
′ �A

�t
+�A

]
= −1

2

′′ �

2A

�t2
+ 1

2
kn2�A�2A
 (5.32)

This is the nonlinear Schrödinger equation that governs the envelope function
of the optical pulse A�z� t� under Kerr effect nonlinearity and loss (or gain) in
the optical fibers.

5.3. OPTICAL SOLITONS

We first solve the nonlinear Schrödinger equation under the ideal case of
lossless fiber and examine the optical soliton.

5.3.1. Fundamental and Higher-Order Solitons

When loss of the optical fiber is zero, Eq. (5.32) is expressed as

j

(
�A

�z
+ 1
vg

�A

�t

)
= −1

2

′′ �

2A

�t2
+ 1

2
kn2�A�2A� (5.33)
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where vg�=1/
′� is a group velocity given by Eq. (3.108). In order to investigate
the progress of optical pulse shape, we change the fixed coordinate system to
the moving coordinate at the velocity vg:

⎧
⎨

⎩

A�z� t�=��z� �� (5.34a)

�= t− z

vg

 (5.34b)

Partial derivatives of A with respect to z and t are then given by

�A

�z
= ��

��

��

�z
+ ��

�z
= − 1

vg

��

��
+ ��

�z
� (5.35a)

�A

�t
= ��

��

��

�t
= ��

��
� (5.35b)

�2A

�t2
= �2�

��2

��

�t
= �2�

��2

 (5.35c)

Substituting Eq. (5.35) into Eq. (5.33), we obtain

j
��

�z
= −1

2

′′ �

2�

��2
+ 1

2
kn2���2�
 (5.36)

The fundamental solution of Eq. (5.36) is given by [6]

��z� ��=�p exp
(
j

′′

2t2
0

z

)
sech

(
�

t0

)
� (5.37)

where t0 is related to the FWHM (full width at the half maximum) width of the
optical intensity �0 by

t0 = �0

2 cosh−1
√

2
� 0
567�0
 (5.38)

As is confirmed by substituting Eq. (5.37) into Eq. (5.36), the peak amplitude
of the electric field �p should satisfy

��p�2 = −2
′′

t2
0kn2


 (5.39)

Since 
′′ =�v−1
g /��∝�vg/��, optical soliton is generated in the anomalous region

��vg/�� < 0�, where the signal wavelength is longer than the zero-dispersion
wavelength, as shown in Section 5.2.1. 
′′ represents the dispersion of the
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group velocity with respect to the wavelength and is called the group velocity
dispersion (GVD).

We next express the soliton condition of Eq. (5.39) in terms of the opti-
cal power. The electromagnetic fields of HEx

11 mode is expressed by (refer to
Section 3.5)

{
Hy = n1�0cEx

Ey =Hx = 0�

where we assumed 
= kn1. The instantaneous peak power of the HEx
11 mode is

then given by

P =
∫ 2�

0

∫ �

0
�ExH

∗
y −EyH

∗
x �r dr d�= n1�0c

∫ 2�

0

∫ �

0
�Ex�2r dr d�
 (5.40)

Substituting Ex =R�r� ����z�0� to Eq. (5.40), we obtain

P = n1�0c��p�2
∫ 2�

0

∫ �

0
�R�2r dr d�
 (5.41)

Equation (5.41) is also obtained for the HEy
11 mode. Here we introduce the

new parameter defined by [7]

Aeff =
[∫ 2�

0

∫ �
0 �R�2r dr d�

]2

∫ 2�
0

∫ �
0 �R�4r dr d� 
 (5.42)

Aeff represents the cross-sectional area occupied by the substantial part of the
light field and is called the effective area. Using Eq. (5.26) and (5.42), Eq. (5.41)
is rewritten as

P =�n1�0c��p�2Aeff � 1
2
n1�0c��p�2Aeff� (5.43)

where � is assumed to be 0.5. Figure 5.4 shows the dependence of Aeff /core
area on the normalized frequency � for the HE11 mode of the step-index fiber.
Substitution of Eq. (5.39) in Eq. (5.43) gives the power condition to generate
the fundamental optical soliton. We should note here that the Kerr coefficient
n2 of Eq. (5.39) is in units of m2/V 2. In order to obtain the power condition of
the optical soliton, the Kerr constant in m2/V 2�n2 = 1
22 × 10−22m2/V 2� should
be transformed into units of m2/W�n2 =3
18 × 10−20m2/W�. The transformation
relation is given by

n2�m
2/V 2	= n2�m

2/W	 · n1�0c� (5.44)
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Figure 5.4 Dependence of Aeff /core area on the normalized frequency � for the HE11 mode in the
step-index fiber.

where �0 = 8
854 × 10−12 F/m and n1 = 1
45. Substituting Eqs. (5.38), (5.39)
and (5.44) into Eq. (5.43) and using the chromatic dispersion relation of

′′ = −��2/2�c�� [Eq. (3.143)], the peak power to generate the fundamental
soliton is obtained:

P = 0
7768�3Aeff ���
�2cn2�

2
0


 (5.45)

In order to simplify this last equation, we express the chromatic dispersion �
in units of ps/km · nm, wavelength � in units of �m, and the core diameter as
d��m� and define, �=Aeff/��d/2�2. The power condition is then given by

P�2
0 = 6
48 × 10−3�d2�3��� �W · ps2	
 (5.46)

Figure 5.5 shows the dependence of P�2
0 on the chromatic dispersion � at a

1
55-�m wavelength for the effective area parameter �= 1
5�v= 2
0�. When,
for example, chromatic dispersion of the fiber is � = 2 ps/km · nm and the core
diameter d= 5�m, we obtain P�2

0 = 1
81. Therefore, peak power is known to
be P = 18
1 mW in order to generate the optical soliton with the FWHM pulse
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Figure 5.5 Dependence of P�2
0 on the chromatic dispersion � at 1.55-�m wavelength.

width of �0 = 10 ps. When the bitrate of the pulse (pulse repetition rate) is B, the
average power of the soliton is obtained by

Pav = B
∫ 1/2B

−1/2B

[
P1/2sech

(
�

t0

)]2

d��BP
∫ �

−�
sech2

(
�

t0

)
d�

= t0BP

[
tanh

(
�

t0

)]�

−�
= 2t0BP = �0BP

cosh−1
√

2
� 1
135�0BP
 (5.47)

Then the average power of the B=10-Gbit/s optical pulse is about Pav =2
1 mW.
Generally, the parameter

�= ��p�t0
√

kn2

−2
′′ (5.48)
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is used to evaluate the generation of the higher-order optical solitons. Even if
Eq. (5.48) is not unity, it is known that the fundamental soliton is generated
when the parameter satisfies 0
5� �� 1
5 [6]. However, for the case of � �= 1,
the excitation efficiency of the soliton becomes low, since the nonsoliton wave
exists. When an optical pulse having a peak power higher than that of the
fundamental soliton is coupled into an optical fiber, an N = ��+ 0
5	th (N is
an integer) higher-order soliton is generated for �� 1
5. A higher-order optical
soliton periodically changes its temporal pulse shape, as shown in Fig. 5.6
��= 3�. The length of the period is given by

z0 = �t2
0

2�
′′� = 0
322
�2c�2

0

�2��� 
 (5.49)

The pulse width of the higher-order soliton becomes compressed at z < z0,
since pulse narrowing due to nonlinear chirping is dominant in this region.
This is called a soliton compression and can be utilized for optical pulse
compression [8].

Figure 5.6 Periodic variation of the temporal pulse shape for the third-order ��=3� optical soliton.
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5.3.2. Fiber Loss Compensation by Optical Amplification

The optical soliton is an ideal signal waveform for the ultrahigh-bitrate
long-distance optical communications, since it does not suffer from signal wave-
form distortion by the chromatic dispersion of optical fiber. However, we have
neglected fiber loss in the preceding discussions. When loss exists in the fiber, pulse
peak power decreases and pulse width becomes broadened, since pulse narrowing
caused by nonlinear chirping is weakened. Figure 5.7 shows the variation of tem-
poral pulse waveform calculated by using the beam propagation method (BPM)
when the optical pulse with the peak power P = 18 mW and FWHM width �0 =
9
4 ps is coupled to optical fiber having an attenuation of 0.18 dB/km at a 1
55-�m
wavelength. Numerical simulation by BPM will be described in Chapter 7.

When signal loss becomes larger than about 3 dB (propagation distance over
about 15 km in Fig. 5.7), optical soliton loses its narrowing effect and is governed
by chromatic dispersion. In order to compensate for the optical loss, the optical
soliton should be amplified directly in the optical stage. Stimulated Raman scat-
tering in optical fiber [9] and an Er-doped optical amplifier [10] can be utilized
for the direct optical amplification of optical solitons. Stimulated Raman scattering
is a phenomenon observed when strong monochromatic light irradiates the mate-
rial [11]. Coherent light is scattered with the specific wavelength shift through
the interaction between the optical phonon of the material and the excitation light
field. The wavenumber shift in silica glass is about 440 cm−1. For example, when
we use light at �p = 1
45�m�1
45 × 10−4 cm� as a pumping light, we can amplify
the signal light directly at�s =1
55�m�1
55×10−4 cm �1/�s =1/�p −440 cm−1�
through the interaction with the optical phonon. An Er-doped fiber amplifier is a

Figure 5.7 Variation of pulse waveform of the fundamental soliton in the optical fiber with loss.
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fiber in which Er3+ ion is doped in the core, at several hundred parts per million.
When it is pumped by the light at a wavelength of 0
98�m or 1
48�m, the optical
signal in the wavelength region of 1.53–1.55 �m is amplified through the stimu-
lated emission between the transition lines 4I13/2 →4 I15/2. In the following, ampli-
fication of optical soliton by using stimulated Raman scattering will be described.

It is shown by the numerical simulation that an optical soliton with signal
wavelength �s = 1
55�m, FWHM pulse width �0 = 9
4 ps, and peak power P =
18 mW can be transmitted at 10 Gbit/s over several thousands of kilometers of
fiber with chromatic dispersion � = 2 ps/km · nm, effective area Aeff = 25�m2

(core diameter � 5�m), loss at the signal wavelength of 0.18 dB/km, and loss
at the pump wavelength �p = 1
45�m of 0.29 dB/km when it is amplified by a
pumping light of 50-mW (CW) fiber coupled power with a period of 50 km [12].
Figure 5.8 shows fiber length dependence of fiber loss, Raman gain, and net loss
or gain with the preceding parameters. Figure 5.9 shows the variation of pulse
waveform along one optical amplifier span calculated by BPM. It is shown that
the fundamental soliton can be transmitted over a long fiber by direct optical
amplification.

In the experiment on soliton transmission by Raman amplification, the signal
from the F-center laser at 1
60�m (FWHM pulse width of 55 ps, peak power

Figure 5.8 Fiber length dependence of fiber loss, Raman gain, and net loss or gain in Raman
amplification.
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Figure 5.9 Variation of temporal pulse waveform along one optical amplifier span.

of 15 mW, and repetition rate of 100 MHz) was recirculated in the fiber loop of
length 41.7 km (total length of 4000 km) by using F-center laser pump light at
1
50�m [13]. As the transmission experiment using an Er-doped fiber amplifier,
an MQW-DFB laser oscillating at 1
52�m (FWHM pulse width of 20 ps, peak
power of 4–6 mW, and signal bitrate of 20 Gbit/s) was transmitted over 200 km
by amplifying the signal with a period of 25 km using a 1
48-�m semiconductor
laser as the pump source [14].

5.3.3. Modulational Instability

Modulational instability (MI) is a phenomenon observed in a nonlinear dis-
persive medium in which the side-band component of the amplitude-modulated
light grows exponentially when a certain condition is satisfied [15]. The steady-
state solution of the nonlinear Schrödinger equation (5.36) (continuous-wave
solution under the condition of ��/��= 0) is given by

�cw =�0 exp�−j�z�� (5.50a)

�= kn2

2
��0�2� (5.50b)
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where �0 is a constant. When a small perturbation is applied to the steady-
state solution [Eq. (5.50a)] in the anomalous region, the electric field becomes
unstable under a certain condition. We add a small perturbation q�z� �� to the
steady-state solution �cw to investigate the modulational instability. The field
with the perturbation is expressed as

�= ��0 + q�z� ��	 exp�−j�z�
 (5.51)

Substituting this into Eq. (5.36) under the assumption that the perturbation is
sufficiently small ��q� � �0�, we obtain the differential equation for q of the
form

j
�q

�z
= −
′′

2
�2q

��2
+ � �q+ q∗� 
 (5.52)

We assume the general solution for q�z� �� of the form

q�z� ��= q1 cos��t−Kz�+ jq2 sin��t−Kz�� (5.53)

where � and K denote the angular frequency and wavenumber of the pertur-
bations respectively. The dispersion relation between K and � is obtained by
substituting Eq. (5.53) into Eq. (5.52):

K2 =
(

′′�

2

)2 [
�2 + 2kn2


′′ ��0�2
]

 (5.54)

It is seen from Eq. (5.54) that K becomes a pure imaginary number when the
following conditions are satisfied:

n2


′′ < 0 (5.55)

�<�c ≡
[

2kn2

−
′′ ��0�
]1/2


 (5.56)

Then q grows exponentially. Of course, we have the exponentially decaying
solution. But it is not important here. If the perturbation is the amplitude modu-
lation, this phenomenon implies that the modulation depth grows exponentially.
Therefore, such a phenomenon is called the modulational instability.

The angular frequency at which the growth rate of the perturbation becomes
the maximum is given by �=±�c/

√
2. Here the growth rate of q is expressed

by exp�kn2 · ��0�2/2�z.
Even when there is no perturbation feeding, the seed of the perturbation may

originate in the thermally activated phonon. Figure 5.10 shows the experimental
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Figure 5.10 Growth of side-band components by the modulational instability in optical fiber. Input
power: (a) low, (b) 5.5 W, (c) 6.1 W, and (d) 7.1 W. (After Ref. [16]).

observation of the growth of side-band components by the modulational instabil-
ity in optical fiber [16]. The light source in the experiment was a mode-locked
Nd:YAG laser with a 100-MHz repetition rate and a 100-ps pulse width. The
reason why a 100-ps pulse was used instead of using CW light was to sup-
press the stimulated Brillouin scattering (refer to Section 5.7). The parameters of
the fiber used in the experiment were chromatic dispersion � = 2
4 ps/km · nm,
length of fiber L= 1 km, effective core area Aeff = 60�m2, and fiber loss of
0.67 dB/km. Figure 5.10(a) shows the output spectrum for low input power. The
output spectrum at this power level coincides with that of the input spectrum.
When input power is increased to (b) 5.5 W, (c) 6.1 W, and (d) 7.1 W, a side band
is generated from the thermally excited phonon at angular frequency �c/

√
2



228 Nonlinear Optical Effects in Optical Fibers

[Fig. 5.10(b)], and it grows in accordance with the increase of input power
[Fig. 5.10(c)]. When input power is increased still further, a higher-order side
band appears [Fig. 5.10(d)]. The wavelength separation between pump light and
side band becomes wider as input power increases, since the angular frequency
of the side band �c/

√
2 is proportional to the input �0.

Modulational instability can be generated intentionally by injecting a side-
band component having the angular frequency in the vicinity of �m =�c/

√
2

together with the carrier wave. This is called an induced modulational instabil-
ity. A high-repetition optical pulse train can be generated by using this induced
modulational instability. The repetition period is the inverse of the given modula-
tion frequency �m/2�. An ultrahigh-bitrate pulse train having about a 0.34-THz
repetition with 0.5-ps FWHM pulse width was generated based on the induced
modulational instability [17]. The light source of the experiment was a mode-
locked Nd:YAG laser oscillating at 1
319�m (pulse width 100 ps and peak power
3 W), and an InGaAsP semiconductor laser with external cavity (cw output
0.5 mW) having the oscillation frequency at �m/2��±0
34 THz (1.8 nm) apart
from that of the source light is used as a side-band injection light. Figure 5.11
shows the measured auto-correlation traces when the pumping Nd:YAG laser
and the side-band InGaAsP semiconductor laser are coupled to single-mode fiber
having the zero-dispersion wavelength at �0 = 1
275�m (chromatic dispersion
at 1
319�m is � = 3
75 ps/km · nm). Since wavelengths of side-band InGaAsP
semiconductor lasers differ in their upper and lower traces, the repetition angular
frequencies are different. The FWHM pulse width of the generated pulse is about
0.5 ps. Induced modulational instability is one of the promising techniques to
generate ultrahigh-bitrate short-pulse trains.

Figure 5.11 Auto-correlation traces of pulse trains generated by the induced modulational instabil-
ity. Wavelengths of side-band InGaAsP semiconductor lasers differ in their upper and lower traces.
(After Ref. [17]).
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5.3.4. Dark Solitons

A bright soliton cannot exist in the normal dispersion region in which 
′′ >0.
However, a dark soliton, which is an amplitude dip in the continuous wave, can
exist in this normal dispersion region [18]. The solution of Eq. (5.36) under the
condition of 
′′ > 0 is given by

��z� ��=�p exp
(

−j

′′

2t2
0

z

)
tanh

(
�

t0

)
� (5.57)

where the definition of t0 is the same as for Eq. (5.38). The condition for the
peak electric field �p is given by

��p�2 = 2
′′

t2
0kn2


 (5.58)

Figure 5.12 shows the pulse waveform and chirping property of a dark soli-
ton. The phase of the dark soliton jumps at the minimum amplitude point.
Experimental observation of the dark soliton is already reported [19].

Figure 5.12 Pulse waveform and chirping property of a dark soliton.
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5.4. OPTICAL PULSE COMPRESSION

Ultrashort optical pulses are indispensable for research into ultrafast phenom-
ena. An oscillating optical pulse width of 27 fs from a colliding pulse-mode-
locked dye laser is reported by compensating the group velocity dispersion
(GVD) in the laser cavity with prism chains [20]. However, from a practical
standpoint, the technique of generating ultrashort light pulses from the laser itself
is rather disadvantageous, since the wavelength region of laser oscillation is
limited. The optical pulse compression technique [21] based on, for example, the
combination of single-mode fiber (chirping medium) and grating pair (dispersive
medium) is able to cover a wide spectral range, since pulse compression is done
outside of the laser cavity.

An optical pulse of 50-fs width from the colliding pulse-mode-locked dye
laser oscillating at 620 nm was compressed down to 6 fs by the pulse compression
technique [22]. So far this is the shortest optical pulse. Figure 5.13 shows the
schematics of optical pulse compression using fiber and grating pair. Transients
of the optical pulse waveform propagating in single-mode fiber is described
by Eq. (5.32). In the normal dispersion region, in which the longer-wavelength
component at the preceding edge of the pulse travels faster than the shorter one
in the trailing edge, the pulse waveform becomes square shaped and linearly
chirped. This is most favorable for the compression of pulse using a grating pair.
As is well known, optical pulse width �t and spectral width �� are related by
the uncertainty principle of �t ·��� 1. Therefore self-phase modulation based
on the nonlinearity in optical fiber serves to broaden the spectral width �� so
as to generate a shorter pulse width �t by the pulse compression.

Figure 5.14 shows transients of pulse instantaneous angular frequency, optical
pulse intensity, and spectral intensity during the propagation in normal-dispersion
fiber calculated by numerical simulation based on the nonlinear Schrödinger
equation [23]. Parameters t0 and z0 are given by Eqs. (5.38) and (5.49). A linearly
chirped and square-shaped pulse, as shown in Fig. 5.14(c), is the best pulse to

Figure 5.13 Schematic configuration of optical pulse compression using fiber and grating pair.
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Figure 5.14 Numerical simulations of pulse instantaneous angular frequency (top row), optical
pulse intensity (center row) and spectral intensity (bottom row) during propagation in normal-
dispersion fiber. (After Ref. [23]).

compress by using a grating pair [24]. The wavelength (frequency-) dependent
delay time of the grating pair, as shown in Fig. 5.15, is expressed by

�= �G − �−�0

�
+O��−�0�

2� (5.59)

where �G and � are given by

�G =
(
b

c

)
�1 + cos��� (5.60)
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Figure 5.15 Grating pair for pulse compression. Two optical paths are shown for two different
wavelength components ��′ >��. The propagation distance for the longer-wavelength component �′

is longer than that of shorter-wavelength component � and suffers grater delay.

1
�

= 4�2cb

�3d2 �1 − ��2�c/�d�− sin 	2�

 (5.61)

In these equations, c, d and b denote light velocity, grating pitch, and distance
between gratings A and B, respectively, in Fig. 5.15.  is the incident angle of
light, and � is the angle between incident light and the diffracted light, which is
given by

sin� − ��= �

d
− sin  
 (5.62)

If we neglect the higher-order term O��−�0�
2 in Eq. (5.59), it is seen that

the grating pair is a medium in which the higher-frequency (shorter-wavelength)
component has shorter delay time (larger group velocity). This is equivalent
to the single-mode optical fiber in the anomalous region. It is also confirmed
from Eq. (5.61) that the delay-time difference can be increased by enlarging the
distance b of the grating pair.

A prism pair can also be utilized as the anomalous medium for pulse compres-
sion [25]. In this case, the distance between the two prisms should be large, since
the dispersion effect of the prisms is smaller than that of the grating pair. How-
ever, the insertion loss of the prism pair can be reduced by adjusting the angle
of the prism to Brewster’s angle. Therefore, prism pair is quite advantageous in
the area of subpicosecond pulse generation.

So far we have neglected the influence of the third term in Eq. (5.59).
However, this higher-order term cannot be neglected in the pulse generation of
the order of 10 fs. In order to compensate for the third term in Eq. (5.59), a
compression scheme has been devised that combines the prism pair inside the
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grating pair. A ultrashort light pulse of 6 fs was generated with this configuration.
Considering that one cycle of light at �=0
62�m is T =2
1 fs�T =�/c�, we see
that optical pulse compression technologies are approaching to its ultimate stage.

5.5. LIGHT SCATTERING IN ISOTROPIC MEDIA

Generally, when light in the visible region is injected into a transparent
material, some part of the light is scattered nonelastically. When we observe
the scattered light, there is Rayleigh-scattered light having the same wavelength
as the input (excitation) light and also new light having a longer or shorter
wavelength than that of the excitation light [26]. This effect is generally called the
Raman effect. When scattered new light is generated through the interaction of
excitation light with molecular vibration, optical phonons of the solid, and other
elementary excitations, such as impurity, plasma and polariton, the scattering is
called Raman scattering. On the otherhand, if scattered light is generated by the
interaction of the excitation field with acoustical phonons of the liquid or solid,
it is called Brillouin scattering.

Spontaneous Raman or Brillouin scattering is the phenomenon in which
Stokes light with angular frequency �S = �L −�F and anti-Stokes light with
angular frequency �A =�L +�F are emitted, where �L and �F denote angular
frequencies of excitation light and optical or acoustical phonon, respectively.
Stokes and anti-Stokes waves are generated through the modulation of electric
polarization P by the polarizability � as P = �E cos��Lt�, since polarizabil-
ity � varies with the specific angular frequency of the phonon as � = �0 +
���/�k�k cos��F t�. When the excitation field is small, scattered light is incoher-
ent, since each lattice vibration is random in phase. However, when the excitation
field becomes strong, the lattice vibration is coherently excited at the angular
frequency ��L −�S� by the nonlinear interaction between the incident light and
the Stokes light. The coupling of the coherent lattice vibration with the input
light field causes third-order nonlinear polarization and generates stimulated
scattering of the Stokes light. This is the origin of stimulated Raman scattering
(SRS) and stimulated Brillouin scattering (SBS).

5.5.1. Vibration of One-Dimensional Lattice

A phonon is a quantized state of the lattice vibration. Let us consider the
vibration of a one-dimensional lattice consisting of two kinds of atoms so as
to obtain the physical image of a phonon. We consider the linear lattice in
which two different atoms having masses M and m are aligned alternately as
shown in Fig. 5.16 and obtain the dispersion relation for the vibrational wave
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Figure 5.16 One-dimensional lattice consisting of two different atoms.

propagating along the linear direction. The displacements of the atoms from the
static positions are expressed as un and �n for the nth atoms M and m, where
the positions of the two atoms are denoted by xn = na and sn = xn + �1/2�a for
the nth atoms M and m. Here a is a periodicity of the atom (or unit cell). If we
assume that each atom is forced only by the adjacent atoms and that it obeys
Hooke’s law, we obtain the following equation of motion for the pair of nth
atoms:

M
d2un
dt2

= −q�un − vn�− q�un − vn−1�= −q�2un − vn − vn−1�� (5.63a)

m
d2vn
dt2

= −q�vn − un+1�− q�vn − un�= −q�2vn − un+1 − un�� (5.63b)

where q denotes the Hooke’s constant. Since we are interested in the traveling
vibrational wave, we express un and �n in the following forms:

un =A exp j��t− kxn�� (5.64a)

vn =B exp j
(
�t− k

(
xn + 1

2
a

))

 (5.64b)

Substitution of Eqs. (5.64) in Eqs. (5.63) gives

�−M�2 + 2q�un = q�1 + ejka�vn� (5.65a)

q�1 + e−jka�un = �−m�2 + 2q�vn
 (5.65b)

Solution of these simultaneous equation gives �2 as

�2 = q

(
1
M

+ 1
m

)
± q

√(
1
M

+ 1
m

)2

− 4 sin2�ka/2�
Mm


 (5.66)
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Figure 5.17 Dispersion relations of �+ and �− with respect to the wavenumber k.

Among the four possible solutions of Eq. (5.66), two positive solutions �+
and �− give the traveling wave solutions. Dispersion relations of �+ and �−
with respect to wavenumber k are shown in Fig. 5.17. We have

�+ =
√

2q
(

1
M

+ 1
m

)
� �− = 0� (5.67)

for k= 0. For small k, where we can approximate sin�ka/2�� ka/2, we obtain

�+ =�+0

[
1 − mM�ka�2

8�M +m�2

]
� (5.68a)

�− = ka

√
q

2�M +m�
� (5.68b)

where �+0 is defined by

�+0 =
√

2q
(

1
M

+ 1
m

)

 (5.69)
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Let us next consider �+ and �− at k=�/a, which corresponds to the edges of
the first Brillouin zone �−�/a� k��/a�. When we assume M>m, we obtain

�+ =
√

2q
m
� �− =

√
2q
M


 (5.70)

The two vibrational states corresponding to the upper and lower curves of
Fig. 5.17 are called optical and acoustical vibrations, respectively. The physical
meanings of these terminologies will be described in the following.

The relative amplitude ratios of the vibrations between the adjacent light atom
m and heavy atom M near k� 0 are given, from Eqs. (5.65) and (5.68), as

⎧
⎪⎪⎨

⎪⎪⎩

vn
un

� −M

m
�optical vibration� (5.71a)

vn
un

� 1 �acoustical vibration�
 (5.71b)

It is seen that in the optical vibrational mode atoms M and m move in opposite
directions and their amplitudes of vibration are inversely proportional to their
masses. For example, when two atoms are ions with positive and negative signs,
such as Na+ and Cl−, optical vibration corresponds to the vibration of electric
polarization and strongly interacts with the light field. Therefore it is called
optical vibrational mode. On the other hand, in the acoustical vibrational mode,
the directions of vibration for the two atoms are the same and their amplitudes
are also the same. Since such a vibration is observed when an acoustic wave
propagates in the crystal, it is called acoustical vibrational mode.

Generally, there exist transverse and longitudinal modes for the waves. Then
there are four possible vibrational modes for each wavenumber k, as shown
in Fig. 5.18: transverse optic (TO), longitudinal optic (LO), transverse acoustic
(TA), and longitudinal acoustic (LA) modes. Moreover, there are two orthogonal
vibrations (x- and y-directions) for the transverse mode, TA and TO vibrations
are twofold degenerated.

5.5.2. Selection Rules for Light Scattering by Phonons

Figure 5.19 shows the dispersion relations of optical and acoustical phonons
and a light (electromagnetic) wave � = ck. The intersection points between
the phonons and light give the selection condition for the interaction between
phonon and light. Since the speed of light c is very large compared to that
of an optical phonon wave, the dispersion curve of light �� = ck� intersects
with that of the optical branch close to �+0. The energy of an optical phonon
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Figure 5.18 Displacements of atoms in the optical and acoustical vibrations.

is about ��+0 � 10−2 eV, where � = h/2� and Planck’s constant h= 6
626 ×
10−34 J · s. Then angular frequency �+0 is seen to be �+0 �1
5 × 1013 s−1, which
corresponds to the electromagnetic wave with a wavelength of 120�m. The
wavenumber k at the intersection point between optical branch and light is given
by k=�+0/c= 1
5×1013/3 × 1010 � 500 cm−1. This wavenumber is quite small
when compared to the wavenumber kmax = �/a� 108 cm−1 at the edge of the
Brillouin zone [27], where the lattice constant is assumed to be a= 3 × 10−8 cm.
Therefore, the wavenumber at which the optical phonon interacts with light is
considered to be k/kmax � 0.

First-order selection rules between phonon and light are given by

�s =�p ±�f � (5.72)

ks = kp ± kf � (5.73)

where ��p�kp�� ��s�ks� and ��f �kf � are sets of angular frequencies and wave
vectors of pump light, scattered light, and phonon, respectively. Equations (5.72)
and (5.73) represent the energy conservation rule and the momentum conservation
rule respectively. The plus-or-minus sign in Eqs. (5.72) and (5.73) correspond to
anti-Stokes or Stokes scattering. When the refractive indices of the medium for the
pump and scattered light are expressed as np and ns, respectively, we obtain

kpc

�p

= np� (5.74a)

ksc

�s

= ns� (5.74b)
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Figure 5.19 Dispersion relations between optical and acoustical phonons and a light (electromag-
netic) wave.

where kp =�kp� and ks =�ks�. Since the angular frequency of phonon �f is quite
small ��p ��s�� 1015 s−1���f�� 1013 s−1�	, we obtain, from Eqs. (5.74):

ks =
ns
np

kp
 (5.75)

If the medium is isotropic and refractive-index dispersion is small �ns � np�,
we can assume ks � kp. Figure 5.20(a) shows the relation of the wave vectors
between pump and scattered light and phonon. When we consider the Stokes
scattering �ks = kp − kf �, the scattering diagram is represented by Fig. 5.20(b),
where � denotes the scattering angle. The wavenumber of the phonon kf = �kf �
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Figure 5.20 Relation of the wave vectors between pump and scattered light and phonon.

is obtained, from Eqs. (5.72) and (5.74), as

k2
f = k2

p + k2
s − 2kpks cos�=

(np
c

)2
[
��p −�s�

2 + 4�p�s sin2

(
�

2

)]

=
(np
c

)2
[
�2
f + 4�p��p −�f� sin2

(
�

2

)]
� (5.76)

where we assumed ns � np. The above equation gives the relation between the
angle � of the scattered light and the amplitude of the phonon wave vector kf
contributing the scattering. When we assume ns �np and �p ��f in Eq. (5.76)
we obtain the following relationships for � and kf :

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

�= 0� �forwardscattering� kf = np�f

c
�= 90� �right-angle scattering� kf = √

2
np�p

c
= √

2kp

�= 180� �backward scattering� kf = 2
np�p

c
= 2kp


(5.77)

The wavenumber of the pump light is of the order of kp = 4 × 104–105 cm−1.
This is quite small when compared with the wavenumber at the edge of the
first Brillouin zone kmax = 108 cm−1 by about 10−4–10−3. Therefore, kf ’s in
Eqs. (5.77) lie in the vicinity of the center of the Brillouin zone and we have,
irrespective of the following relation: scattering angle �

kf/kmax � 0 (5.78)

Especially, kf for the forward scattering is extremely small, since
�f�� 1013s−1���p�� 1015s−1�.
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5.6. STIMULATED RAMAN SCATTERING

Raman scattering is a scattering caused by the interaction between pump light
and optical phonon. The first peak of Stokes light in silica fiber is located at the
wavelength 440 cm−1 shifted from the pump wavelength, as shown in Fig. 5.21.
The Raman gain coefficient of the first Stokes light when pumped at �= 1�m
is gR = 1 × 10−11cm/W and is inversely proportional to the wavelength [11].

In stimulated Raman scattering, forward and backward scattering are observed
almost equally. This is why the dispersion relation of the optical phonon in the
vicinity of the Brillouin zone center is

�+�kf �� constant

as shown in Eq. (5.68a) and Fig. 5.17. In other words, although the phonon
wavenumber kf contributing to the forward or backward scattering is dif-
ferent in the momentum conservation rule [Eq. (5.73)], the energy conser-
vation rule is satisfied for any scattering angle, since � + �kf � is almost
constant.

Figure 5.21 Raman gain spectrum of silica glass. (After Ref. [11]).
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The progress of pump light intensity Ip and Stokes light intensity Is in stim-
ulated Raman scattering is described by the following coupled equations:

dIs
dz

= gRIpIs −�sIs� (5.79a)

dIp

dz
= −�p

�s

gRIpIs −�pIp� (5.79b)

where �p and �s denote fiber losses at the wavelengths of pump and Stokes light,
respectively. When we ignore the pump depletion and assume Ip = I0 exp�−�pz�
(I0 is the pump intensity at z= 0), Eq. (5.79a) reduces to

dIs
dz

= gRIsI0 exp�−�pz�−�sIs
 (5.80)

The solution of Eq. (5.80) is given by

Is�L�= Is�0� exp�gRI0Leff −�sL�� (5.81)

where the effective fiber length Leff is defined by

Leff = 1 − exp�−�pL�

�p


 (5.82)

When the seed of the Stokes light Is�0� is not injected at z= 0, stimulated
Raman scattering builds up from the spontaneous Raman scattering. In this case,
the critical pump power at which Stokes power becomes equal to the pump
power is obtained as [28]

Pc = 16Aeff

gRLeff


 (5.83)

Here the effective core area Aeff is approximately given by Eq. (5.42). However,
strictly speaking we should take into account the wavelength difference between
pump and Stokes light. Then strict expression of the effective area is given by

Aeff =
∫ 2�

0

∫ �
0 �Rp�2r dr d�

∫ 2�
0

∫ �
0 �Rs�2r dr d�

∫ 2�
0

∫ �
0 �Rp�2�Rs�2r dr d�

� (5.84)

where Rp�r� and Rs�r� represent electric field distributions of pump and
Stokes light, respectively. The critical power for the single-mode fiber
with Aeff = 50�m2��p = 0
2 dB/km�4
6 × 10−5 m−1��L� 1/�p�≈ 22 km�, and
gR = 0
6 × 10−11 cm/W��= 1
55�m� is obtained as Pc = 600 mW.
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Next we obtain the gain coefficient by SRS when the Stokes seed Is�0� (signal
to be amplified by SRS) is injected in Eq. (5.81). When we assume �p =�s = 0
for simplicity, the gain coefficient is obtained as

G= Is�L�

Is�0�
= exp�gRI0L�
 (5.85)

If the pump power P0 = I0Aeff = 4 W in the fiber having gR = 0
6 × 10−11 cm/W
and Aeff =50�m2, 21-dB gain is obtained at the fiber length of 1 km. Figure 5.22
shows the bit error rate (BER) characteristics of the fiber Raman amplifica-
tion experiment (signal and pump propagate in the opposite direction) when a
1
57-�m-wavelength DFB laser is used as the signal and a 1
47-�m-wavelength
F-center laser is used as pump [29]. Signal bit rate and fiber length are 1 Gbit/s
and 45 km, respectively. The gain coefficient at 100 mW pump power is about
3.5 dB, and the maximum gain is 5.8 dB. The dotted lines in the figure represent
the theoretical values for the BERs. Any difference from the theoretical value is
attributed to the fluctuation of the pump light and to its back scattering.

Figure 5.22 Bit error rate characteristics of the optical amplification experiment using SRS. Filled
circles represent no pump light, and open circles and open rectangles represent 3.9 dB and 5.8 dB
gain, respectively. (After Ref. [29]).
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5.7. STIMULATED BRILLOUIN SCATTERING

Stimulated Brillouin scattering is a scattering caused by the interaction
between pump light and acoustical phonon. Since the angular frequency of an
acoustical phonon satisfies the linear dispersion relation with the wavenumber
in the center of the Brillouin zone [Eq. (5.68b)], only the backward scattering
occurs strongly.

Stimulated Brillouin scattering can be described by classical mechanics as
the parametric interaction between the pump, Stokes and acoustical waves [30].
First, the pump light Epexpj��pt − kp · r� is spontaneously scattered by the
thermally excited acoustical phonon in the medium and generates the scattered
light Esexpj��st−ks · r�. Then the electric fields of the pump and scattered light
create the density fluctuations through the electrostriction. The density fluctuation
is a traveling wave permitivity grating, which is expressed by exp± j��t−q · r�.
Here � and q are given by

�=�p −�s� (5.86a)

q = kp − ks
 (5.86b)

This permitivity grating scatters the pump light and generates the Stokes light,
which results in the stimulated Brillouin scattering. The variance of the relative
permitivity ��s for the Stokes light is caused by the permitivity grating is given by

��s = !0

(
��

�!

)2 �Ep�2
16�

q2

��2
B −�2 − j2�"�


 (5.87)

Here, !0 is the density of the medium, ��/�! is the rate of change in the relative
permitivity with respect to the unit density change, and " is the FWHM spectral
width of the permitivity given by " =1/�A, where �A is the decay relaxation time
of the acoustical wave. �B is the angular frequency of the acoustical phonon,
which is given by

�B = �q�vA = qvA� (5.88)

where vA is the velocity of a longitudinal acoustic wave. In silica glass, we have
!0 = 2
2 g/cm3� �A = 20 ns at �= 1
55�m, and vA = 5940 m/s [31, 32]. From
Eq. (5.87), the refractive index for the Stokes light ns is obtained as

ns =
(
n2

0 + ��s
)1/2 � n0 + ��s

2n0

� (5.89)
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where n0 denotes the original refractive index. When we ignore the attenuation
of the Stokes wave, its amplitude variation is expressed by

Es�L�=Es�0� exp�−jksnsL�=Es�0� exp
(

−jksn0L− jks��sL

2n0

)

 (5.90)

It is seen from this last equation that the imaginary part of ��s gives the gain
of the Stokes light. Equation (5.90) is rewritten into the intensity form as

Is�L�= Is�0� exp
(
ks
n0

Im���s	L

)

 (5.91)

We should note here that the relation between optical intensity (= power/effective
area) and electric field amplitude is expressed in MKS units as

Is =
1
2
n0�0c�Es�2 �W/m2	� (5.92a)

and in cgs units is expressed as

Is =
n0c

8�
�Es�2 �erg · s−1/cm2	� (5.92b)

When we consider the Stokes light near the resonance angular frequency �≈
�B�= qvA�, Eq. (5.87) reduces to

Im���s	=
n7

0p
2
12

4c!0vA

q"

���−�B�
2 + "2	

I0� (5.93)

where I0 = �n0c/8���Ep�2 in cgs unit and the following relation has been used:

!0

(
��

�!

)
= n4

0p12
 (5.94)

The Photoelastic coefficient p12 for silica glass is p12 =0
27. The gain coefficient
of SBS is then given, from Eqs. (5.91) and (5.93), as

gB = n6
0p

2
12

2c�!0vA��B
q

���B/2�2

���− �B�
2 + ���B/2�2	


 (5.95)

Here � is a frequency of Stokes light ��=�/2����B is a frequency shift of the
Stokes light and ��B is the FWHM width of Brillouin gain, which is obtained by
��B = "/�= 1/��A. Since q= �kp − ks� ≈ 0 for forward scattering [Eq. (5.77)],
the Brillouin gain is almost zero for forward Brillouin scattering [33]. In contrast,
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q becomes the maximum q=�kp −ks�≈2�kp�≈4�n0/� for backward scattering.
Then the Brillouin gain also becomes the maximum

gB0 = 2�n7
0p

2
12

c�2!0vA��B
(5.96)

for backward scattering. Since the FWHM width of the Brillouin gain depends
on the wavelength as ���B ∝1/�2�, the Brillouin gain itself is almost wavelength
independent. The frequency shift �B of the Stokes light becomes the maximum
for backward scattering and is given by

�B = �B

2�
= qvA

2�
= 2n0vA

�

 (5.97)

The frequency shift �B of the Stokes light at �= 1
55�m is �B = 11
1 GHz.
Since the relaxation time �A of the acoustical phonon at �= 1
55�m is about
�A � 20 ns, the FWHM spectral width of the Brillouin gain is given by ��B =
1/��A � 16 MHz. At the � = 1
3�m wavelength region, �B = 13
3 GHz and
��B � 23 MHz.

The Brillouin gain gB0 at �= 1
55�m wavelength region is obtained, from
Eq. (5.96) by gB0 = 4
1 × 10−9 cm/W, where we assumed n0 = 1
45. The gain of
the stimulated Brillouin scattering is about 400 times larger than that of the SRS
�gR = 0
6 × 10−11 cm/W�. The Brillouin gain spectrum has a Lorentz shape, as
shown in Eq. (5.95). When the spectrum of the pump light also has Lorentz shape
with an FWHM of ��p, Brillouin gain coefficient is given by the convolution
integral of the two spectral distributions as [34]:

gB = ��B
��B +��p

gB0
 (5.98)

When the pump light has a rather narrow spectral width compared to the Brillouin
gain width ���p � ��B�, the SBS gain becomes gB � gB0. However, if the
pump light has a wide spectral width compared to the Brillouin gain width
���p ���B�, the SBS gain becomes small and inversely proportional to ��p as
gB � ���B/��p�gB0. Therefore it is seen that a pump light source with a narrow
spectral width is necessary to generate SBS efficiently.

Variation of Stokes light in the SBS process is obtained in a manner similar
to that in SRS. When we consider that Stokes light travels in a direction opposite
to that of the pump light, we obtain

Is�0�= Is�L� exp�gBI0Leff −�L�� (5.99)

where we assumed �p ≈�s ≈�. Stimulated Brillouin scattering builds up from
the thermally excited spontaneous Brillouin scattering. The critical input power
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Pc at which Stokes light power becomes equal to the pump power is obtained
by [28]

Pc = 21Aeff

gBLeff

= ��B +��p

��B

21Aeff

gB0Leff


 (5.100)

In single-mode optical fiber with Aeff =50�m2��=0
2 dB/km �4
6×10−5 m−1�
at 1
55-�m wavelength, L � 1/��≈ 22 km� and gB0 = 4
1 × 10−9 cm/W, the
critical power is Pc = 1
2 mW for a narrow pump line width ���p ���B� and
is Pc = ���p/��B�× 1
2 mW for a wider pump line width.

A single-longitudinal-mode Ar laser and YAG laser with narrow spectral
width have been utilized for the generation of SBS [31]. However, after the
development of narrow spectral line width (less than 10 MHz) and high-power
single-mode semiconductor lasers, experimental observation of SBS [35] and sig-
nal amplification by SBS [36] using the semiconductor laser as pump light have
been reported. Figure 5.23 shows the measurement of the SBS threshold power
using a 1
3-�m-wavelength DFB laser having spectral width of 15 MHz [35].
The attenuation and the length of the single-mode fiber are 0
46 dB/km at 1
3�m
and 30 km, respectively. It is known that the threshold input power for SBS is
about 10 mW. It means that light with more than about 10 mW of power cannot
be transmitted in single-mode fiber, since it is reflected back even if we increase
the input power level.

The gain bandwidth of SBS can be enlarged up to about several hundred mega
hertz by connecting different kinds of fibers, since the Brillouin shift frequency of
doped-silica glass differs slightly depending on the dopant material. Figure 5.24
shows the result of a signal amplification experiment by SBS using single-mode
fibers with a broadened gain spectrum [36]. The signal and pump lasers are
semiconductor lasers with external cavity oscillating at 1
5�m (spectral width
of 15 kHz and tuning range of 1
42–1
52�m). The average loss of fibers is
0.27 dB/km, and the total fiber length is 37.5 km. The amplification gain with
respect to 1 mW pump power is 4.3 dB, which is far more efficient than that
of stimulated Raman scattering. However, since the gain bandwidth of SBS is
at most several hundred megahertz, it cannot amplify broadband (high bit-rate)
signal or ultrashort optical pulses.

5.8. SECOND-HARMONIC GENERATION

Generally, second-harmonic generation (SHG) is believed to be impossible in
centerosymmetric materials such as silica glass. However, SHG with relatively
high efficiency in single-mode optical fibers has been reported. Figure 5.25
shows the growth of SHG power when mode-locked and Q-switched Nd:YAG
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Figure 5.23 Transmitted and reflected light power by SBS. (After Ref. [35]).

laser pulses at 1
06-�m wavelength (pulse width of 100–130 ps and average
power of 125 mW) are propagated through a 1-m-long single-mode fiber [37].
The second-harmonic power grows almost exponentially with time, and the
maximum conversion efficiency of 3% was obtained.

The physical mechanisms to explain second-harmonic generation are not fully
understood. However, it is recognized that the origin of high-efficiency SHG
may be due to the formation of periodic color centers or defects [38]. First, small
higher-order nonlinearities exist to generate weak second harmonics even in opti-
cal fibers; they are: nonlinearities at the core–cladding interface and nonlinearities
resulting from quadrupole and magnetic-dipole moments [39]. When the pump
wavelength is �p = 1
06�m, the period of the beat component generated by the
pump light and the SHG light ��s =0
53�m� is about #c = 2�/�k� 30−40�m,
by taking into account the dispersion effect [40]. Here �k= ks − 2kp, where kp



248 Nonlinear Optical Effects in Optical Fibers

Figure 5.24 Optical amplification by SBS using fibers with broadened gain spectrum. (After
Ref. [36]).

Figure 5.25 Second-harmonic power generated in a silica fiber as a function of time. (After
Ref. [37]).
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and ks denote the wavenumbers of pump and SHG light, respectively. In the
normal SHG, the variation of the SHG power is given by [2]

Ps�z�∝ sin2��kz/2�
��k�2


 (5.101)

When the phase-matching condition ��k = 0� is satisfied, the SHG power
increases with increase in propagation distance z. However, the SHG power does
not grow when the phase-matching condition is not satisfied ��k �= 0�.

In contrast to normal SHG, the phase-matching condition is automatically
satisfied when photoinduced defects are generated periodically in optical fiber.
As shown in Fig. 5.26(a), the pump and SHG light adds up or cancel each
other at the positions where they are in phase or out of phase, respectively.
Then photoinduced defects and also $�2� are created at positions where the beat
intensity is strong. The resulting distribution of $�2� in the fiber becomes a
grating with a period of #c. Since second harmonics are generated only where
the pump and SHG light are in phase, the SHG light grows [Fig. 5.26(c)] in
proportion to the propagation distance. The back-coupling from the SHG light
to the pump light, which is observed in normal SHG, is prohibited, since there
is no $�2� where SHG and pump light are out of phase (negligibly small $�2�

exists caused by higher-order nonlinearity such as quadrupole moment). SHG in
single-mode fibers is quite interesting for the nonlinear optical effects, since the
phase-matching condition is automatically satisfied and the transverse modes are
also well preserved throughout the interaction.

Figure 5.26 Schematics to explain SHG in optical fiber: (a) Beat wave created by pump and SHG
light, (b) $�2� grating caused by photoinduced defects, and (c) efficient SHG at positions where
pump and SHG light get in phase.
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5.9. ERBIUM-DOPED FIBER AMPLIFIER

The erbium-doped fiber amplifier (EDFA) had a great impact on optical fiber
communication systems [10, 41]. EDFA has a broad gain bandwidth around
the 1
55-�m-wavelength region that coincides with the low-loss transmission
wavelength of the silica glass fibers.

Erbium ions have the energy level diagram as shown in Fig. 5.27. Three states,
i.e., the ground state �4I15/2�, the first excited state �4I13/2�, and one of the other
higher excited states, participate and act as a three-level laser in the amplification
of 1
55-�m-wavelength light, except for the 1
48-�m pumping scheme. In the
case of 1
48-�m pumping, the upper portion of the 4I15/2 state, which has a
certain bandwidth, as described later, is used as a pumping level, and the Er ions
are operated as a quasi-three-level laser. The energy difference between the 4I13/2

state and the 4I15/2 state corresponds to the 1
55-�m-wavelength band. When
an incident signal photon comes into an Er ion in the 4I13/2 excited state, the
Er ion emits a photon with a certain probability and returns to the ground state
through the stimulated emission process. The photon generated by the stimulated
emission has exactly the same frequency and phase as the incident photon, thus
enabling signal amplification. Even if the incident photon does not exist, the
4I13/2 level decays to the ground state, accompanied by a spontaneous emission.

Figure 5.27 Energy level diagram of the triply ionized erbium ion.
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Figure 5.28 Amplifier configuration using Er-doped fiber.

Since spontaneous emission light has no correlation with the incident light in
terms of frequency and phase, the amplified spontaneous emission (ASE) light
becomes a noise source of optical fiber amplifiers. EDFA basically consists of
an Er-doped fiber, a pumping light source, an optical coupler that combines
signal and pump light, and optical isolators to reject the unwanted back-scattered
light, as shown in Fig. 5.28. A fused-taper fiber WDM coupler or a dichroic
mirror with dielectric multilayer is used for multiplexing pump and signal lights.
The pump propagation direction is not necessarily the same as the direction of
the signal. A better noise figure (NF) can be obtained by the copropagating
pump scheme as compared to that of counter-propagating pump. However, the
counterpropagating scheme is suitable as a booster application, since a higher
conversion efficiency is obtained with this scheme. A bandpass filter is added
in the output path to eliminate the ASE light.

In order to realize high gain and a low pumping threshold in the EDFA, it is
essential to reduce the mode field diameter of the Er-doped fiber at the pump
wavelength. Er-doped fiber generally has a high refractive-index difference and
a small core to reduce the mode field diameter. A high doping concentration of
Er-ion is desirable to shorten the fiber length and to reduce the amplifier size.
However, there is a limitation on the available maximum doping concentration
due to the cooperative up-conversion process. The maximum Er concentration
may be less than 100 wt.ppm for the Ge/Er doped fibers, while a concentration of
up to 1000 wt.ppm is allowed for the Ge/Er/Al-doped fibers. Aluminum codop-
ing is effective for increasing the allowable Er concentration. The aluminum
codoping also offers an advantage in broadening and smoothing the signal gain
spectrum.

Figure 5.29 shows a comparison between the gain spectra of Er-doped fibers
with and without aluminum codoping. The gain spectrum of Er-doped fiber with
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Figure 5.29 Gain spectrum of Er-doped fibers with different aluminum doping concentrations.

30,000 wt.ppm of Al is considerably flat and broad compared with that of fiber
without Al.

The EDFA amplifies the optical signal directly, and thus transmission rate
of the system can be changed even after the construction of the system. The
EDFA is rapidly penetrating in long-haul terrestrial and submarine transmission
systems.

5.10. FOUR-WAVE MIXING IN OPTICAL FIBER

The four-wave mixing (FWM) phenomenon is one of the important nonlin-
earities in optical fibers [42]. In FWM interactions, a fourth wavelength light is
generated from three lights of different wavelengths. This phenomenon causes
system degradation in multichannel transmission systems such as wavelength
division multiplexing (WDM) system [43]. Contrary to it, FWM could be utilized
for new frequency generation [44]. The efficiency of this nonlinear interaction
strongly depends on phase matching conditions. The efficiency of the newly gen-
erated waves in the FWM process depends on the channel frequency separation,
chromatic dispersion of fiber and fiber length.

Through an FWM process, three waves of frequencies fi� fj and fk�j �= k�
generate the frequency fijk = fi + fj − fk (subscripts i� j and k select 1, 2 and 3).
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The time-averaged optical power Pijk generated through the FWM process for
the frequency component fijk is written as [42]

Pijk�L�= 1024�6

n4�2c2

(
D$

�3�
1111

)2 PiPjPk

A2
eff

∣
∣
∣
∣
e�j�
−��L − 1
j�
−�

∣
∣
∣
∣

2

· e−�L� (5.102)

where L is the fiber length, n is the refractive index of the core, � is the
wavelength of light, c is the light velocity in vacuum, D=3 for two-tone products
and 6 for three-tone products, $�3�

1111�= 4 × 10−15 esu� is the third-order nonlinear
susceptibility, Aeff is the effective area for the guided HE11 mode, Pi�Pj and Pk

are the input powers launched into a single-mode fiber, � is the fiber attenuation
coefficient and �
 is the propagation constant difference defined by

�
=
ijk +
k −
i −
j
 (5.103)

The third-order nonlinear susceptibility $
�3�
1111 can be expressed in terms of the

nonlinear index of refraction n2, in the case of a single polarization, as [45]

$
�3�
1111�esu	= cn2

480�2
n2�m

2/W	
 (5.104)


 is expressed by a Taylor series expansion around the angular frequency �0 as


���= 
��0�+ ��−�0�

(
d


d�

)

�=�0

+ ��−�0�
2

2

(
d2


d�2

)

�=�0

+ ��−�0�
3

6

(
d3


d�3

)

�=�0

= 
��0�+ �−�0

vg
− ��−�0�

2

�2
0

�c� + ��−�0�
3

�3
0

�c�0

3

(
2�
�0

+ !

)
�(5.105)

where Eqs. (3.108) and (3.143) are used for the expression of group velocity vg
and chromatic dispersion �. In the above equation, ! is a dispersion slope which
is defined by

!= d�

d�

 (5.106)
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�
 is then given from Eqs. (5.103) and (5.105) as
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where f% =�%/2� and phase-matching condition fijk=fi +fj −fk has been used.
Here we choose f0 as the fiber zero-dispersion frequency ���f0�= 0�. When
signal frequencies fi� fj� fk and fijk are close to the zero-dispersion frequency,
� becomes almost zero. In this case, Eq. (5.107) reduces to

�
= ��4
0

c2
!�fi + fj − 2f0��fi − fk��fj − fk�
 (5.108)

It is known that the phase-matching condition (�
= 0� is always satisfied when
the fiber zero-dispersion frequency is located at the middle of the two signals
with frequency fi and fj�f0 = �fi + fj�/2�. Since fijk = fi + fj − fk = 2f0 − fk,
we then obtain the relation for the frequency of FWM light as

f0 − fijk = fk − f0
 (5.109)

Thus, FWM light is generated at the opposite side of fk with equal frequency sep-
aration to the zero-dispersion frequency. Frequency arrangement of this phase-
matching condition is shown in Fig. 5.30(a). When two of the three lights are
degenerate as fi = fj , Eq. (5.108) can be rewritten as

�
= ��4
0!

c2
2�fi − f0��fi − fk�

2
 (5.110)

It is noted from Eq. (5.110) that the phase-matching condition is always satis-
fied when fi coincides with the zero-dispersion frequency (fi = f0). Frequency
arrangement for this phase-matching condition is illustrated in Fig. 5.30(b).

Efficiency of the generated wave � with respect to phase mismatch �
 ·L
can be obtained by

�= Pijk�L��
�

Pijk�L��
= 0�
= �2

�2 + ��
�2
·
[

1 + sin2��
 ·L/2�

sinh2��L/2�

]


 (5.111)
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f0 fj fkfijk fi fkfijk fi = fj = f0

(a) (b)

Figure 5.30 Signal frequency arrangement satisfying the phase-matching condition in the zero-
dispersion region in (a) nondegenerate case and, (b) partially degenerate case.

Pijk of Eq. (5.102) is given for two cases of frequency arrangement by using the
efficiency � as

Pijk =�
1024�6
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and
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where Leff is the effective interaction length (Eq. (5.6)).
Figure 5.31 shows the generated wave efficiency � for a two-tone product

(fi = fj �= fk) as a function of channel spacing �f in WDM by substituting
Eq. (5.107) into (5.111). �
 for the two-tone product case is obtained from
Eq. (5.107) as
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 (5.113)

Parameters that are used in the calculation are �0 = 1
55�m�� =
0
2 dB/km�4
6 × 10−5 m−1��L= 100 km and != 0
06 ps/km/nm. In the case of
� = 0, one of the two tones fk is coincident with the fiber zero-dispersion fre-
quency f0, and the mixing product farthest from the zero-dispersion frequency
is considered. It is noted from Fig. 5.31 that FWM efficiency is quite high
for DSF �� = 0 ps/km/nm� when channel spacing �f is less than 100 GHz.
Slight increase in ��� dramatically decreases the FWM efficiency as shown in
the plot of �=2 ps/km/nm. Chromatic dispersion should be as small as possible
since the signal bandwidth B is inversely proportional to

√
� (Eq. (3.213)) or �

(Eq. (3.214)). Then the optimum dispersion value � while keeping sufficiently
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low FWM efficiency becomes ��� = 2 ∼ 5 ps/km/nm. Such fiber is called non-
zero dispersion-shifted fiber (NZDSF).

In WDM systems with equally spaced channels, all the product terms gen-
erated by FWM in the bandwidth of the system fall at the channel frequencies,
giving rise to crosstalk. The crosstalk is enhanced by the parametric gain pro-
vided by the channel power to the FWM waves. With proper unequal channel
spacing it is possible to suppress FWM crosstalk by preventing FWM waves
from being generated at the channel frequencies [46]. It has been shown that if
the frequency separation of any of two channels of a WDM system is different
from that of any other pair of channels, no FWM waves will be generated at any
of the channel frequencies. Therefore, unequal-channel-spacing signal allocation
is quite advantageous especially for WDM systems using DSF. The effective-
ness of unequal channel spacing in keeping mixing products outside the channel
frequency slots is shown in Fig. 5.32(b), where the number of FWM waves gen-
erated in each frequency slot is plotted for the case of an eight-channel system.
Arrows show channel locations. It can be observed that all equal-channel-spaced
(Fig. 5.32(a)) mixing products in the bandwidth of the system are located in
slots occupied by the channels, generating maximum interference. Figure 5.32(b)
shows the effect of using proper unequal spacing [46]. The frequency slots ded-
icated to channels are free from mixing products. The mixing products are all
evenly distributed in slots between the channels and they can be filtered out by
the filter [47].
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Figure 5.31 Generated wave efficiency � for a two-tone product (fi = fj �= fk) as a function of
channel spacing �f in WDM.
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Figure 5.32 Number of FWM waves generated in the case of an eight-channel WDM system with
(a) equal and (b) unequal channel spacing. Arrows indicate channel centers.
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Chapter 6

Finite Element Method

The waveguide analyses described in Chapters 2 and 3 are restricted in
applicability to the homogeneous-core (step-index) planar optical waveguides
and optical fibers, except for the WKB (Wentzel–Kramers–Brillouin) method
described in Section 3.7.2. However, inhomogeneous-core (graded-index) planar
waveguides and fibers are utilized in many practical fields. Therefore, analysis
techniques capable of solving the wave equations for inhomogeneous-core planar
waveguides and fibers are quite important. As shown in Section 2.2.4, Ridge
waveguides, which have a homogeneous core but complicated cross-sectional
waveguide geometries, are often used for semiconductor optical devices, The
finite element method (FEM) is suitable for the mode analysis of optical wave-
guides having arbitrary refractive-index profiles and complicated waveguide
structures. Needless to say, FEM is also applicable to the stress analysis of optical
waveguides. In this chapter, FEM mode analyses of slab waveguides, rectangular
waveguides, and optical fibers are first presented. Then stress analysis of wave-
guides and the combination of stress analysis with mode analysis are explained.

6.1. INTRODUCTION

In the variational method, the boundary-value problem (the problem given
in the form of a differential equation in a certain domain, which should be
solved under the given boundary conditions) is transformed into the equivalent
variational problem and is solved by applying the variational principle [1–4]. In
the finite element method, the domain of the problem is discretized into small
elements. The solution of the problem is approximated in each element and it is
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connected at the nodal points to form the solution model in the entire analysis
domain. Therefore, FEM is applicable to the complicated domain structures and
to problems in which electromagnetic fields are localized. In classical analy-
tical procedures without subdivision processes, the system is modeled using
analytical functions defined over the whole region of interest, and therefore these
procedures generally are applicable only to simple geometries and materials.
One of the simplest method that employs the discretization procedure is the
finite difference method (FDM). In FDM, the domain is discretized into small
lattice regions using regular rectangular grids. However, a rectangular grid is
not suitable for curved boundaries or interfaces, because they intersect gridlines
obliquely at points other than the nodes. Moreover, a regular grid is not suitable
for problems with very steep variations of fields. In FEM, a simple form of
function is adopted to approximate the field in each element. The possible error in
the solution is alleviated by increasing the number of elements and thus reducing
the element size. All of the element contributions to the system are assembled
to form the functional. The functional essentially consists of the field values at
the n nodes and boundary conditions at the peripheral nodes; that is, n-th order
linear simultaneous equations are obtained. The solutions of the simultaneous
equations give the unknown field values to be determined.

In this chapter, FEM waveguide analyses for slab waveguide, optical fibers,
and three-dimensional waveguides and also FEM stress analyses in optical wave-
guide devices are described. Waveguide analysis and stress analysis are totally
different problems. However, the discretization procedures and the formulation
of the functionals are rather similar in both problems. Such versatility in the
mathematical procedures is the great advantage of FEM.

6.2. FINITE ELEMENT METHOD ANALYSIS
OF SLAB WAVEGUIDES

6.2.1. Variational Formulation

In this section, the formulation of FEM is described, taking the TE mode
as an example in the inhomogeneous slab waveguide. As shown in Fig. 6.1,
the transverse region 0 � x�A which has an inhomogeneous refractive-index
profile, is denoted as the core, and refractive indices in the cladding and the
substrate are assumed to be constant. The maximum refractive index in the core
is n1, and the refractive indices in cladding and the substrate are n0 and ns,
respectively. Here we assume ns � n0. The wave equation for the TE mode is
given, by Eq. (2.5) as

d2Ey

dx2
+ �k2n2 −�2�Ey = 0� (6.1)
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Figure 6.1 Refractive-index distribution of the inhomogeneous slab optical waveguide.

The boundary conditions require the continuity of Ey and

Hz = j

��0

dEy

dx
(6.2)

at x= 0 and x=A. Before transforming the wave equation (6.1) and boundary
condition (6.2) into the variational problem, the parameters are normalized as

�= x/a	 Ey�x�=R���	 D=A/a� (6.3)

The wave equation and boundary condition are then rewritten as

d2R

d�2
+ 
v2q���−w2�R= 0	 (6.4)

R��� and dR���/d� are continuous at �= 0 and �=D� (6.5)

Here normalized transverse wavenumber w, normalized frequency v and nor-
malized refractive-index distribution q��� are defined by

w= a
√
�2 − k2n2

s 	 (6.6a)

v= ka
√
n2

1 − n2
s 	 (6.6b)

q���= n2 − n2
s

n2
1 − n2

s

� (6.6c)

The solution of the wave equation (6.4) under the constraints of the boundary
condition (6.5) is obtained as the solution of the variational problem which
satisfies the stationary condition of the functional

I
R�= −
∫ �

−�

(
dR

d�

)2

d�+
∫ �

−�

v2q���−w2�R2 d�� (6.7)
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The validity of the foregoing variational method is shown as follows. We assume
that I
R� is stationary for R��� and consider slightly deviated function

Rpert���=R���+ � ·
���	 (6.8)

where � denotes a real small quantity and 
��� is an arbitrary continuous function
of �. Substituting Rpert��� into Eq. (6.7) and assuming that I
Rpert� is stationary
for �= 0, we obtain

lim
�→0

{
1
2
�

��
I
Rpert�

}
= −

∫ �

−�
dR

d�

d


d�
d�+

∫ �

−�

v2q���−w2�R
d�= 0� (6.9)

By partial integration, Eq. (6.9) is rewritten as

−
[


dR

d�

]�

−�
+
∫ �

−�

{
d2R

d�2
+ 
v2q���−w2�R

}

���d�= 0� (6.10)

Since 
��� is arbitrary function of �, the first and the second terms of Eq. (6.10)
should be zero independently. Then R��� satisfies the wave equation (6.4) and
the boundary conditions of

dR

d�
is continuous and lim

�→±�
dR

d�
= 0� (6.11)

The second condition is a natural boundary condition that states that the solution
decays at the infinity (electromagnetic field is confined in the waveguide). It
is then proved that the function R��� that makes the functional (6.7) stationary
satisfies the wave equation (6.4) and the boundary condition (6.5) simultaneously.

6.2.2. Discretization of the Functional

In order to simplify calculation of the functional, the field profile in the core
is discretized and expressed as

R���=

⎧
⎪⎪⎨

⎪⎪⎩

R0exp�w0�� ��< 0�
N∑

i=0
Ri�i��� �0� ��D�

RNexp
−w��−D�� ��>D�	

(6.12)

where R0 −RN are field values at the sampling points and

w0 = a

√
�2 − k2n2

0	 (6.13a)

Ri =R��i� �i= 0 −N�	 (6.13b)

�i = i
D

N
�i= 0 −N�� (6.13c)
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The solutions in the cladding and the substrate are given by the analytical
functions. The sampling function �i��� becomes unity at �= �i, becomes zero
at the neighboring sampling points �= �i−1 and �= �i+1 and is zero throughout
all other regions, as shown in Fig. 6.2. The precise expressions of �i��� are
given by

�o���=
⎧
⎨

⎩

N

D
��1 − �� �0� �� �1�

0 all other areas
(6.14a)

�i���=

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

N

D
��− �i−1� ��i−1 � �� �i�

N

D
��i+1 − �� ��i � �� �i+1�

0 all other areas

(6.14b)

�N���=
⎧
⎨

⎩

N

D
��− �N−1� ��N−1 � �� �N �

0 all other areas.
(6.14c)

Since the sampling function here is a linear function of �, Eq. (6.12) means
that the continuous function R��� is approximated by the broken lines. The
normalized refractive-index distribution q��� is also approximated, by using the

Figure 6.2 Sampling function �i���.
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sampling function, as

q���=
N∑

i=0

qi�i��� (6.15a)

qi =
n2��i�− n2

s

n2
1 − n2

s

(6.15b)

in order to deal with the waveguides having arbitrary inhomogeneous refractive-
index profiles. Substituting Eq. (6.12) into Eq. (6.7), we obtain the functional

I = −w0R
2
0 −

∫ D

0

(
dR

d�

)2

d�+
∫ D

0

v2q���−w2�R2 d�−wR2

N � (6.16)

6.2.3. Dispersion Equation Based on the Stationary
Condition

The stationary condition of the functional (6.16) is given, by the partial
differentiation with respect to Ri�i= 0 −N�, as

0 = 1

2
�I

�Ri

= −w0R0�i	o −
∫ D

0

dR

d�

d�i

d�
d�+ v2

∫ D

0
q���R�id�

−w2
∫ D

0
R�id�−wRN�i	N �i= 0 −N�� (6.17)

Noticing that the sampling function �i��� is zero outside of the region �i−1 �

�� �i+1, Eq. (6.17) can be rewritten as

0 = 1
2
�I

�R0

= −w0R0 −
∫ �1

0

(
R0

d�0

d�
+R1

d�1

d�

)
d�0

d�
d�

+v2
∫ �1

0
�q0�0 + q1�1��R0�0 +R1�1��0d�

−w2
∫ �1

0
�R0�0 +R1�1��0d�� (6.18)

0 = 1
2
�I

�Ri

= −
∫ �i

�i−1

(
Ri−1

d�i−1

d�
+Ri

d�i

d�

)
d�i

d�
d�

−
∫ �i+1

�i

(
Ri

d�i

d�
+Ri+1

d�i+1

d�

)
d�i

d�
d�
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+v2
∫ �

�i−1

�qi−1�i−1 + qi�i��Ri−1�i−1 +Ri�i��id�

+v2
∫ �i+1

�i

�qi�i + qi+1�i+1��Ri�i +Ri+1�i+1��id�

−w2
∫ �i

�i−1

�Ri−1�i−1 +Ri�i��id�

−w2
∫ �i+1

�i

�Ri�i +Ri+1�i+1��id�	 �i= 1 −N − 1� (6.19)

0 = 1
2

�I

�RN

= −
∫ �N

�N−1

(
RN−1

d�N−1

d�
+RN

�N

d�

)
d�N

d�
d�

+v2
∫ �N

�N−1

�qN−1�N−1 + qN�N��RN−1�N−1 +RN�N��Nd�

−w2
∫ �N

�N−1

�RN−1�N−1 +RN�N��Nd�−w RN � (6.20)

The integral of the sampling functions, which appears in Eqs. (6.18) and (6.19),
is given by

∫ �i

�i−1

d�i−1

d�

d�i

d�
d�= −N

D
�i= 1 −N� (6.21a)

∫ �i

�i−1

(
d�i

d�

)2

d�= N

D
�i= 1 −N� (6.21b)

∫ �i+1

�i

(
d�i

d�

)2

d�= N

D
�i= 0 −N − 1� (6.21c)

∫ �i

�i−1

�2
i−1�i d�= 1

12
D

N
�i= 1 −N� (6.21d)

∫ �i

�i−1

�i−1�
2
i d�= 1

12
D

N
�i= 1 −N� (6.21e)

∫ �i

�i−1

�3
i d�= 1

4
D

N
�i= 1 −N� (6.21f)

∫ �i+1

�i

�3
i d�= 1

4
D

N
�i= 0 −N − 1� (6.21g)

∫ �i

�i−1

�i−1�i d�= 1
6
D

N
�i= 1 −N� (6.21h)

∫ �i

�i−1

�2
i d�= 1

3
D

N
�i= 1 −N� (6.21i)

∫ �i+1

�i

�2
i d�= 1

3
D

N
�i= 0 −N − 1�� (6.21j)
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Substituting Eq. (6.21) in Eqs. (6.18)–(6.20), we obtain

−1
2
D

N

�I

�R0

=R0

{

1 − �3q0 + q1�
v2

12

(
D

N

)2

+ w2

3

(
D

N

)2

+w0

D

N

}

+R1

{

−1 − �q0 + q1�
v2

12

(
D

N

)2

+ w2

6

(
D

N

)2
}

= 0	 (6.22a)

−1
2
D

N

�I

�Ri

=Ri−1

{

−1 − �qi−1 + qi�
v2

12

(
D

N

)2

+ w2

6

(
D

N

)2
}

+Ri

{

2 − �qi−1 + 6qi + qi+1�
v2

12

(
D

N

)2

+ 2w2

3

(
D

N

)2
}

+Ri+1

{

−1 − �qi + qi+1�
v2

12

(
D

N

)2

+ w2

6

(
D

N

)2
}

= 0 �i= 1 −N − 1� (6.22b)

−1
2
D

N

�I

�RN

=RN−i

{

−1 − �qN−1 + qN �
v2

12

(
D

N

)2

+ w2

6

(
D

N

)2
}

+RN

{

1 − �qN−1 + 3qN �
v2

12

(
D

N

)2

+ w2

3

(
D

N

)2

+w
D

N

}

= 0�

(6.22c)

Equation (6.22) is a set of �N + 1�th order simultaneous equations having
R0 −RN as the unknown values. In order that Eq. (6.22) have nontrivial solutions
except for R0 =R1 = · · · =RN = 0, the determinant of the matrix C should be

det�C�= 0� (6.23)

The matrix elements of C are given by

c0	0 = 1 − �3q0 + q1�
v2

12
�2 + w2

3
�2 +w0�	 (6.24a)

ci	i = 2 − �qi−1 + 6qi + qi+1�
v2

12
�2 + 2w2

3
�2 �i= 1 −N − 1�	 (6.24b)

ci	i+1 = ci+1	i = −1 − �qi + qi+1�
v2

12
�2 + w2

6
�2 �i= 0 −N − 1�	 (6.24c)

cN	N = 1 − �qN−1 + 3qN �
v2

12
�2 + w2

3
�2 +w�	 (6.24d)
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where discretization step � is given by

�= D

N
� (6.25)

Equation (6.23) is a dispersion equation (eigenvalue equation) for the TE
modes in the arbitrary refractive-index profiles. When the refractive-index dis-
tribution q��� of the waveguide and the normalized frequency v are given, the
propagation constant � (implicitly contained in w and w0) is calculated from
Eqs. (6.23) and (6.24). When we set w= 0��= kns� in Eq. (6.24), the solution
of Eq. (6.23) gives the cutoff v-value of the waveguide.

6.2.4. Dispersion Characteristics of Graded-index
Slab Waveguides

Next FEM analysis for the TM mode in slab waveguides with an arbitrary
refractive-index profile will be described. The wave equation for the TM mode
is given, from Eq. (2.6), as

d

dx

(
1
n2

dHy

dx

)
+
(
k2 − �2

n2

)
Hy = 0� (6.26)

From the boundary conditions, the continuity of Hy and

Ez = − j

��0n
2

dHy

dx
(6.27)

at x= 0 and x=A are required. Employing the same normalization of variables,
Eqs. (6.3) and (6.6), as in the TE mode and transforming the wave equation (6.26)
and boundary condition (6.27) into a variational problem, the functional of the
problem is expressed as

I
R�= −
∫ �

−�
n2
s

n2���

(
dR

d�

)2

d�+
∫ �

−�
n2
s

n2���

v2 q���−w2�R2 d�� (6.28)

In this functional, constant n2
s has been multiplied in order to have consistency

between the TE and TM modes. Substituting the discretized field distribution
(6.12) into the functional and applying the stationary condition, the dispersion
equation for the TM mode is obtained. The elements of matrix C for the TM
mode are slightly different from those for the TE mode. But if we use the
following notations:


i =
{

1 TE mode

n2
s /n

2��i� TM mode
(6.29a)


s0
=
{

1 TE mode

n2
s /n

2
0 TM mode	

(6.29b)
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the matrix elements for the TE and TM modes are expressed in the unified
form as

c0	0 = 
0 − �3q0 + q1�
0

v2

12
�2 +
0

w2

3
�2 +
s0w0�	 (6.30a)

ci	i = �
i−1 +
i�− �qi−1
i−1 + 3qi
i−1 + 3qi
i + qi+1
i�
v2

12
�2

+�
i−1 +
i�
w2

3
�2 �i= 1 −N − 1� (6.30b)

ci	i+1 = ci+1	i −
i − �qi + qi+1�
i

v2

12
�2 +
i

w2

6
�2 �i= 0 −N − 1� (6.30c)

cN	N = 
N−1 − �qN−1 + 3qN �
N−1

v2

12
�2 +
N−1

w2

3
�2 +w�� (6.30d)

When eigenvalue � of the matrix C is obtained, the corresponding eigen
vector R0	 R1	 � � � 	RN is calculated by the matrix operation. Actually however,
the relative value of Ri�i = 1 − N� with respect, for example, to R0��= 0� is
obtained and R0 is still unknown. R0 can be determined when we specify the
optical power P carried by the mode. Power flow in the waveguide for the TE
and TM modes are given, from Eqs. (2.31) and (2.39), as

P = �

2��0

∫ �

−�

∣
∣Ey

∣
∣2dx TE mode, (6.31a)

P = �

2��0

∫ �

−�
1
n2

∣
∣Hy

∣
∣2dx TE mode. (6.31b)

Substituting Eqs. (6.3), (6.12) and (6.29) in Eq. (6.31), we obtain

P =Pcore +Pclad	 (6.32)

Pcore = C

3
�
N−1∑

i=0


i�R
2
i +Ri Ri+1 +R2

i+1�	 (6.33a)

Pclad = C

2

(

s0

R2
0

w0

+ R2
N

w

)
	 (6.33b)

where C is defined by

C =

⎧
⎪⎪⎨

⎪⎪⎩

�a

2��0

TE mode

�a

2��0n
2
s

TM mode�
(6.34)

R0 is then determined from Eqs. (6.32) and (6.33) when optical power P is
given.
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Figures 6.3–6.5 show the results of FEM analyses for the TE modes in the
�-power refractive-index profiles given by

n2�x�=

⎧
⎪⎪⎨

⎪⎪⎩

n2
s �x< 0�

n2
1 − �n2

1 − n2
s �
∣
∣
∣
x

a
− 1
∣
∣
∣
�

�0� x� 2a�

n2
s �x> 2a��

(6.35)

Here 2a�= A� is a full core width and the number of divisions in the core
N = 100. The Step-index slab waveguide is also analyzed by setting �= � in
Eq. (6.35). Figures 6.3–6.5 show the cutoff normalized frequency vc, normalized
propagation constant b for the TE0 mode, and the confinement factor � of slab

Figure 6.3 Cutoff normalized frequency vc of slab waveguides with �-power refractive-index
profiles.
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Figure 6.4 Normalized propagation constant b of slab waveguides with �-power refractive-index
profiles.

Figure 6.5 Confinement factor � of slab waveguides with �-power refractive-index profiles.
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Table 6.1

Numerical error in FEM analysis with respect to the
number of devisions N

Number of divisions N Cutoff v-value Error (%)

10 1.57726369 0.412
20 1.57241173 0.103
30 1.57151416 0.046
40 1.57120009 0.026
50 1.57120009 0.026
60 1.57105473 0.016
70 1.57097577 0.011
80 1.570928160 0.008
90 1.570876077 0.005

100 1.570860924 0.004

waveguides with �-power refractive-index profiles, respectively. The power-
confinement factor, which is defined by

� = Pcore

P
	 (6.36)

can be calculated using Eqs. (6.32) and (6.33). Here we assumed n1 = 3�5 and
ns = 3�17.

As described in Eq. (2.26b), the cutoff normalized frequency for the TE1

mode in step-index slab waveguide is given by vc0 = �/2. Table 6.1 shows
the dependencies of the numerical error �vc − vc0�/vc0 × 100�%� for the cutoff
normalized frequency with respect to the number of core divisions N in FEM
analysis. It is known that the numerical error becomes less than 0.05% for
N > 30.

6.3. FINITE ELEMENT METHOD ANALYSIS
OF OPTICAL FIBERS

6.3.1. Variational Formulation

In this section, FEM analysis of HE11 mode in optical fiber having an arbitrary
refractive-index profile will be described. The core is defined as the region
0 � r �A, where the refractive index is inhomogeneous, as shown in Fig. 6.6.
The maximum refractive index of the core is denoted as n1 and that in the
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Figure 6.6 Refractive-index distribution of inhomogeneous optical fiber.

cladding as n0. The wave equation for the HE11 mode is given, by Eq. (3.169)
with m= 0, as

1
r

d

dr

(
r
dEt

dr

)
+ �k2n2 −�2�Et = 0	 (6.37)

where Et�t=x or y� denotes the transverse electric field. The boundary condition
is given by the continuity for Et and dEt/dr at r = A. Before transforming
Eq. (6.37) into variational expression, the waveguide parameters are normalized:

�= r/a	 Et�r�=R�a�	 D=A/a� (6.38)

Using this normalization, the wave equation and the boundary condition are
rewritten as

1
�

d

d�

(
�
dR

d�

)
+ 
v2q���−w2�R= 0	 (6.39)

R��� and dR���/d� are continuous at �=D� (6.40)

Here the transverse wavenumber w, the normalized frequency v and the normal-
ized refractive-index profile q��� are given by

w= a

√
�2 − k2n2

0	 (6.41a)

v= ka

√
n2

1 − n2
0	 (6.41b)

q���= n2 − n2
0

n2
1 − n2

0

� (6.41c)
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The solution of the wave equation (6.39) under the constraint of the boundary
condition (6.40) can be obtained as the solution of the variational problem that
makes the functional stationary:

I
R�= −
∫ �

0

(
dR

d�

)2

�d�+
∫ �

0

v2q���−w2�R2�d�� (6.42)

The validity of Eq. (6.42) is proved in the similar manner as that in Section 6.2.1.

6.3.2. Discretization of the Functional

In order to simplify the calculation of the functional (6.42), the field profile
in the core is discretized and expressed as

R���=

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

N∑

i=0

Ri�i��� �0� ��D� (6.43a)

RN

K0�wD�
K0�w�� ��>D�	 (6.43b)

where R0 −RN are field values at the sampling points to be solved and K0 is
0-th order modified Bessel function. The definitions of Ri = R��i� and �i are
the same as those in Eqs. (6.13b) and (6.13c), and the sampling function �i���
is given by Eq. (6.14). The normalized refractive-index distribution q��� is also
approximated by using the sampling function as

q���=
N∑

i=0

qi�i��� (6.44a)

qi =
n2��i�− n2

0

n2
1 − n2

0

� (6.44b)

Substituting Eq. (6.43) in Eq. (6.42), we obtain the functional

I = −
∫ D

0

(
dR

d�

)2

�d�+
∫ D

0

v2q���−w2�R2�d�− wDK1�wD�

K0�wD�
R2
N � (6.45)

6.3.3. Dispersion Equation Based on the
Stationary Condition

The stationary condition of the functional (6.45) is given, by partial differen-
tiation with respect to Ri�i= 0 −N� as

0 = −1
2
�I

�Ri

= −
∫ D

0

dR

d�

d�

d�
�d�+ v2

∫ D

0
q���R�i�d�−w2

∫ D

0
R�i�d�

−wDK1�wD�

K0�wD�
RN�i	N �i= 0 −N�� (6.46)
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Substituting Eq. (6.44) in Eq. (6.46) and calculating the stationary conditions in
the same way as those in Section 6.2.3, �N + 1�th order simultaneous equations
are obtained:

R0

{
1
2

− �3q0 + 2q1�
v2

60

(
D

N

)2

+ w2

12

(
D

N

)2
}

+R1

{

−1
2

− �2q0 + 3q1�
v2

60

(
D

N

)2

+ w2

12

(
D

N

)2
}

= 0 (6.47a)

Ri−1

{

−2i− 1
2

− 
�5i− 3�qi−1 + �5i− 2�qi�
v2

60

(
D

N

)2

+ 2i− 1
12

w2

(
D

N

)2
}

+Ri

{

2i− 
�5i− 2�qi−1 + 30iqi + �5i+ 2�qi+1�
v2

60

(
D

N

)2

+ 2i
3
w2

(
D

N

)2
}

+Ri+1

{

−2i+ 1
2

− 
�5i+ 2�qi + �5i+ 3�qi+1�
v2

60

(
D

N

)2

+2i+ 1
12

w2

(
D

N

)2
}

= 0 �i= 1 −N − 1� (6.47b)

RN−1

{

−2N − 1
2

− 
�5N − 3�qN−1+ �5N − 2�qN �
v2

60

(
D

N

)2

+ 2N − 1
12

w2

(
D

N

)2
}

+RN

{
2N − 1

2
− 
�5N − 2�qN−1 + 3�5N − 1�qN �

v2

60

(
D

N

)2

+4N − 1
12

w2

(
D

N

)2

+ wDK1�wD�

K0�wD�

}

= 0� (6.47c)

We should note here that the integration for the products of sampling functions
in cylindrical coordinates is slightly different from that in Cartesian coordinates.
For example, the integral of �i−1�i is given by

∫ �i

�i−1

�i−1�i�d�= 2i− 1
12

(
D

N

)2

�

In order that Eqs. (6.47) have nontrivial solutions except for R0 =R1 = · · ·=
RN = 0, the determinant of the matrix C should be

det�C�= 0� (6.48)
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The matrix elements of C are given by

c0	0 = 1
2

− �3q0 + 2q1�
v2

60
�2 + w2

12
�2	 (6.49a)

ci	i = 2i− 
�5i − 2�qi−1 + 30iqi + �5i+ 2�qi+1�
v2

60
�2

+2i
3
w2�2	 �i= 1 −N − 1� (6.49b)

ci	i+1 = ci+1	i = −2i+ 1
2

− 
�5i+ 2�qi + �5i+ 3�qi+1�
v2

60
�2

+ �2i+ 1�
12

w2�2	 �i= 0 −N − 1� (6.49c)

cN	N = 2N − 1
2

− 
�5N − 2�qN−1 + 3�5N − 1�qN �
v2

60
�2 + 4N − 1

12
w2�2

+wDK1�wD�

K0�wD�
	 (6.49d)

where discretization step � is given by �=D/N . When refractive-index distri-
bution q��� of the optical fiber and the normalized frequency v are given, the
propagation constant � (implicitly contained in w) is calculated from Eqs. (6.48)
and (6.49).

6.3.4. Single-mode Conditions of Graded-index Fibers

In order to know the single-mode condition of optical fiber, the cutoff v-value
of the TE01�LP11� mode should be calculated. The wave equation of the TE
mode is given, by putting m= 1 in Eq. (3.169), as

1
r

d

dr

(
r
dE�

dr

)
+
(
k2n2 −�2 − 1

r2

)
E� = 0� (6.50)

Applying the same normalization of the parameters as for Eqs. (6.38) and (6.41)
and noting that w= 0 at the mode cutoff, Eq. (6.50) can be rewritten as

1
�

d

d�

(
�
dRc

d�

)
+
[
v2q���− 1

�2

]
Rc = 0	 (6.51)

where Rc =E��a��. The functional that has Eq. (6.51) as an Euler equation is
expressed by

I
Rc�= −
∫ �

0

(
dRc

d�

)2

�d�+
∫ �

0

[
v2q���− 1

�2

]
R2
c�d�� (6.52)
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When we discretize the electric field profile Rc, we should note that Rc = 0
at �= 0 for the TE mode. Then Rc can be expressed as

Rc���=

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

N∑

i=1

Rc	i�i��� �0� ��D� (6.53a)

Rc	N

D

�
��>D�� (6.53b)

Summation starts from i= 1 in Eq. (6.53a). Since q���= 0 in the cladding, the
field distribution is given by constant t/� as shown in Eq. (6.53b). Substituting
Eqs. (6.53) into Eq. (6.52), the functional is reduced to

I = −
∫ D

0

(
dRc

d�

)2

�d�+
∫ D

0

[
v2q���− 1

�2

]
R2
c�d�−R2

c	N � (6.54)

Integrating the functional (6.54) in each discretization interval and applying the
partial differentiation with respect to Rc	i�i= 1 −N�, N -th order simultaneous
equations are obtained:

Rc	1

{
−4�n2 + �3q0 + 30q1 + 7q2�

v2

60
�2

}

+Rc	2

{
2�n2 + �7q1 + 8q2�

v2

60
�2

}
= 0	 (6.55a)

Rc	i−1

{
i�i− 1��n

i

i− 1
+ 
�5i− 3�qi−1 + �5i− 2�qi�

v2

60
�2

}

+Rc	i

{
−�i− 1�2�n

i

i− 1
− �i+ 1�2�n

i+ 1
i

+
�5i− 2�qi−1 + 30iqi + �5i+ 2�qi+1�
v2

60
�2

}
+Rc	i+1

{
i�i+ 1��n

i+ 1
i

+ 
�5i+ 2�qi + �5i+ 3�qi+1�
v2

60
�2

}
= 0 �i= 2 −N − 1�	(6.55b)

Rc	N−1

{
N�N − 1��n

N

N − 1
+ 
�5N − 3�qN−1 + �5N − 2�qN �

v2

60
�2

}

+Rc	N

{
−2 − �N − 1�2�n

N

N − 1

+
�5N − 2�qN−1 + 3�5N − 1�qN �
v2

60
�2

}
= 0� (6.55c)
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In order that Eq. (6.22) has nontrivial solutions except for R1 =· · ·=RN = 0, the
determinant of the matrix H should be

det�H�= 0� (6.56)

Elements of the matrix H are obtained as

h1	1 = −4�n2 + �3q0 + 30q1 + 7q2�
v2

60
�2	 (6.57a)

hi	i = −�i− 1�2�n
i

i− 1
− �i+ 1�2�n

i+ 1
i

+ 
�5i− 2�qi−1 + 30iqi + �5i+ 2�qi+1�
v2

60
�2 �i= 2 −N − 1� (6.57b)

hi	i+1 = hi+1	i = i�i+ 1��n
i+ 1
i

+ 
�5i+ 2�qi + �5i+ 3�qi+1�
v2

60
�2 �i= 1 −N − 1� (6.57c)

hN	N = −2 − �N − 1�2�n
N

N − 1

+ 
�5N − 2�qN−1 + 3�5N − 1�qN �
v2

60
�2� (6.57d)

In the foregoing equations, �=D/N . Solution of Eqs. (6.56) and (6.57) gives
the cutoff normalized frequency for the TE01 �LP11� mode and determines the
single-mode condition.

6.3.5. Variational Expression for the Delay Time

When Et�r� is the solution of the wave equation (6.37) for HE11 mode
satisfying the boundary condition,

�2 =
− ∫ �

0

(
dEt

dr

)2

r dr + ∫ �
0 k2n2�r�E2

t �r�r dr

∫ �
0 E2

t �r�r dr
	 (6.58)

is stationary with respect to small variations of Et�r�. The proof is obtained in the
same way as shown for Eqs. (6.8)–(6.11). Based on this variational expression
of �, the first derivative of � is obtained [5] (see Appendix 6A at the end of this
chapter)

�

k

d�

dk
=
∫ �

0 n2�r�E2
t �r�r dr∫ �

0 E2
t �r�r dr

� (6.59)
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Using the normalization of parameters as shown in Eqs. (6.38) and (6.41) and
noting q���= 0 in the cladding �>D, we obtain

�

k

d�

dk
= n2

0 + �n2
1 − n2

0�

∫ D

0 q���R2����d�
∫ �

0 R2����d�
� (6.60)

Substituting Eqs. (6.43) and (6.44) into Eq. (6.60), the denominator and numer-
ator of the right-hand term of Eq. (6.60) are given by

∫ �

0
R2����d�= �2

12

N−1∑

i=0


�4i+ 1�R2
i + 2�2i+ 1�Ri Ri+1 + �4i+ 3�R2

i+1�

+
[
K2

1�wD�

K2
0�wD�

− 1
]
D2R2

N

2
	 (6.61)

∫ D

0
q���R2����d�= �2

12

N−1∑

i=0

[(
3i+ 3

5

)
qiR

2
i +

(
i+ 2

5

)
�2qi Ri+1 + qi+1Ri�Ri

+
(
i+ 3

5

)
�qi Ri+1 + 2qi+1Ri�Ri+1 +

(
3i+ 12

5

)
qi+1R

2
i+1

]
�

(6.62)

When propagation constant � is obtained from the dispersion equation (6.48),
electric field amplitudes at the sampling points R0	 R1	 � � � 	RN are readily
calculated by the matrix operations. Then substituting R0	 R1	 � � � 	RN into
Eqs. (6.60)–(6.62), delay time �, which is defined by

�= d�

d�
= 1
c

d�

dk
	 (6.63)

is obtained for optical fibers with arbitrary refractive-index distributions.
Figures 6.7–6.11 show the results of FEM analyses for optical fibers having

�-power refractive-index profiles given by

n2�r�=
⎧
⎨

⎩
n2

1 − �n2
1 − n2

0�

(
r

a

)�

�0� r � a�

n2
0 �r>a��

(6.64)
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Figure 6.7 Cutoff normalized frequency vc of optical fiber with �-power refractive-index profiles.

Here a�=A� is a core radius and number of divisions in the core N = 100.
Step-index optical fiber corresponds to �=� in Eq. (6.64). Figure 6.7 shows the
cutoff normalized frequency vc. The cutoff normalized frequency of the quadratic
index profile ��= 2�, is vc = 3�51816. As � large, vc approaches that of the
step-index fiber vc = 2�405. Figures 6.8–6.10 show the normalized propagation
constant b�v�, the normalized delay d�vb�/dv and normalized waveguide dis-
persion vd2�vb�/dv2, respectively. When we obtain d�vb�/dv and vd2�vb�/dv2

for arbitrary refractive-index profiles, we can calculate the chromatic dispersion
characteristics for any kinds of fibers using Eqs. (3.138) and (3.142).

Figure 6.11 shows relative effective core areas Aeff/�a
2 [refer to Eq. (5.42)]

of optical fibers with the �-power index profiles. Effective core area Aeff is very
important in the investigation of nonlinear effects in optical fibers.
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Figure 6.8 Normalized propagation constant b(v) of optical fiber with �-power refractive-index
profiles.

Figure 6.9 Normalized delay d(vb)/dv of optical fiber with �-power refractive-index profiles.
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Figure 6.10 Normalized waveguide dispersion vd2�vb�/dv2 of optical fiber with �-power
refractive-index profiles.

Figure 6.11 Relative effective areasAeff/�a
2 of optical fiber with�-power refractive-index profiles.
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6.4. FINITE ELEMENT METHOD ANALYSIS
OF RECTANGULAR WAVEGUIDES

6.4.1. Vector and Scalar Analyses

Since guided modes in three-dimensional optical waveguides are hybrid
modes, vector wave analysis is required to investigate the dispersion character-
istics rigorously [6–9]. There are many types of finite element methods for such
vector wave analyses, for example, (1) FEM using longitudinal electromagnetic
field components (Ez and Hz) [6], (2) FEM using the three electric or magnetic
field components [7, 8], and (3) FEM using transverse electromagnetic field
components [9]. The validity and effectiveness of each of these methods have
been confirmed. In vector wave analysis of three-dimensional optical wave-
guides using the finite element method, nonphysical solutions called spurious
solutions are generated that prevent the applicability of FEM. A spurious solu-
tion is generated because the functional does not satisfy the boundary conditions
in the original waveguide problem, although it satisfies the original vector wave
equation. Then a new term that compensates for the missing boundary condition
must be added in the functional to eliminate the spurious solutions. Various
kinds of techniques have been developed to suppress and eliminate the spuri-
ous solutions [7, 9]. Anyway, rather complicated mathematical procedures and
programming techniques are required for the vector wave FEM analyses.

In contrary, spurious solutions do not appear in the scalar wave FEM analyses
for three-dimensional rectangular waveguides based on Eqs. (2.40) and (2.42)
and FEM analyses of optical fibers using Eq. (3.169). Since the matrix size for
scalar wave analysis is one-third to two-thirds smaller than that for vectorial
wave analysis, required memory and CPU (central processing unit) time become
very small. By comparing vector and scalar wave FEM analyses, it is confirmed
that a sufficiently accurate solution can be obtained via scalar wave analysis [2].

6.4.2. Variational Formulation and Discretization into
Finite Number of Elements

Here we consider the scalar wave equation of the form

�2�+ 
k2n2�x	 y�−�2���x	 y�= 0	 (6.65)

where �2 =�2/�x2 + �2/�y2. Instead of solving this equation directly the solution
of the wave equation can be obtained as the solution of the variational problem
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that makes the following functional stationary:

I
��= 1
2

∫ �

−�

∫ �

−�

[(
��

�x

)2

+
(
��

�y

)2

− �k2n2 −�2��2

]

dxdy� (6.66)

The proof is given in Appendix 6B at the end of this chapter.
In calculating the functional, the entire region of the problem is divided

into small regions (generally a triangular region). The electric field ��x	 y� in
each region is approximated by simple analytical functions and is connected at
the nodal points (vertexes of triangle). Here we consider three-dimensional rib
waveguide shown in Fig. 6.12 and analyze the propagation characteristics using
the finite element method. Since the waveguide geometry is symmetrical with
respect to the y-axis, it is sufficient to analyze only right-hand side of Fig. 6.12,
taking into account the even or odd symmetry of the electric field distribution.
Figure 6.13 shows an example of element division. The number of triangular
elements is N = 280, and the number of nodes is n = 165. The boundaries
at positive x-direction and the positive and negative y-directions are called
fictitious boundaries, which should be far enough from the center of the core that
the electromagnetic field amplitude becomes almost zero. Of course, we do not
know the electromagnetic field distributions before carrying out FEM analysis,
so we cannot fully determine the fictitious boundary. Therefore, we first take the
fictitious boundary sufficiently far from the core center and calculate the eigen-
value (propagation constant) and electromagnetic field distribution. Then we
check the convergence of the eigenvalue by changing the width of the fictitious
boundary. If the variation of the eigenvalue becomes small even when the width
of the fictitious boundary is changed, the boundary is considered appropriate.

The electric field ��x	 y� in element e�e= 1 −N� is approximated by a linear
function of x and y:

��x	 y�=pe0 +pe1x+pe2y	 (6.67)

Figure 6.12 Rib-type optical waveguide.
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Figure 6.13 Example of element division in FEM waveguide analysis. The Number of triangular
elements is N = 280, and the number of nodes is n= 165.
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where pe0	 pe1 and pe2 are constants. Nodal points around the element e are
labeled i	 j, and k, as shown in Fig. 6.14, and their coordinates are denoted
�xm	 ym��m = i	 j, and k). Here, the numbering of the nodal points goes in
counter-clockwise direction. For example, the nodal points of element e= 50 in
Fig. 6.13 are i= 27	 j = 28, and k= 39. The electric field amplitude at each
nodal point is expressed in a simplified manner as

⎧
⎪⎨

⎪⎩

�i =��xi	 yi�=pe0 +pe1xi +pe2yi
�j =��xj	 yj�=pe0 +pe1xj +pe2yj
�k =��xk	 yk�=pe0 +pe1xk +pe2yk�

(6.68)

The expansion coefficients pe0	 p
e
1, and pe2 of electric field in the eth element

are given by
⎛

⎜⎜
⎝

pe0

pe1

pe2

⎞

⎟⎟
⎠=

⎛

⎜⎜
⎝

1 xi yi

1 xj yj

1 xk yk

⎞

⎟⎟
⎠

−1⎛

⎜⎜
⎝

�i

�j

�k

⎞

⎟⎟
⎠

= 1
2se

⎡

⎢
⎣

�xjyk − xkyj� �xkyi − xiyk� �xiyj − xjyi�

�yj − yk� �yk − yi� �yi − yj�

�xk − xj� �xi − xk� �xj − xi�

⎤

⎥
⎦

⎛

⎜⎜
⎝

�i

�j

�k

⎞

⎟⎟
⎠ � (6.69)

Figure 6.14 Coordinates of eth element.
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Here, se is an area of element e which is given by

Se = 1
2

�xj − xi��yk − yi�− �xk − xi��yj − yi��� (6.70)

When we calculate the functional of Eq. (6.66), we divide the integral into
each element. Then the integral in the eth element is obtained by using Eqs. (6.67)
and (6.68):

Ie = 1
2

∫∫

e

[(
��

�x

)2

+
(
��

�y

)2

− �k2n2 −�2��2

]

dxdy

= 1
2

∫∫

e

[
�pe1�

2 + �pe2�
2 − �k2n2

e −�2��pe0 +pe1x+pe2y�
2
]
dxdy

= 1
2

[
�pe1�

2 + �pe2�
2
]
se − �k2n2

e −�2�se
2

{
�pe0�

2 + 2pe0p
e
1x

e
G + 2pe0p

e
2y

e
G

+ 3
4
�p2

1�
2

[
�xeG�

2+ 1
9
�x2

i + x2
j+ x2

k�

]
+ 3

2
pe1p

e
2

[
xeGy

e
G+ 1

9
�xiyi+ xjyj+ xkyk�

]

+ 3
4
�pe2�

2

[
�yeG�

2 + 1
9
�y2

i + y2
j + y2

k�

]}
� (6.71)

Here
∫∫

e

dxdy represents the integral inside the eth element. In the derivation

of Eq. (6.71), we used the following surface integral formulas:

∫∫

e

dxdy = se	 (6.72a)

∫∫

e

x dxdy = xeGse	 (6.72b)

∫∫

e

y dxdy = yeGse	 (6.72c)

∫∫

e

x2 dxdy = 3
4
�xeG�

2se + se
12

�x2
i + x2

j + x2
k�	 (6.72d)

∫∫

e

xy dxdy = 3
4
xeGy

e
Gse + se

12
�xiyi + xjyj + xkyk�	 (6.72e)

∫∫

e

y2 dxdy = 3
4
�yeG�

2se + se
12

�y2
i + y2

j + y2
k�� (6.72f)
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Here, xeG and yeG denote the median centers of eth element, which are given by

⎧
⎪⎨

⎪⎩

xeG = 1
3
�xi + xj + xk�

yeG = 1
3
�yi + yj + yk��

(6.73)

Substituting Eq. (6.69) in Eq. (6.71) and using the surface integration formulas
of Eqs. (6.72), we obtain

Ie = 1
8se

[
�yj − yk��i + �yk − yi��j + �yi − yj��k

]2

+ 1
8se

[
�xk − xj��i + �xi − xk��j + �xj − xi��k

]2

− �k2n2
e −�2�se
12

��2
i +�2

j +�2
k +�i�j +�j�k +�k�i�� (6.74)

The functional of Eq. (6.66) is then given by

I = 2
N∑

e=1

Ie� (6.75)

6.4.3. Dispersion Equation Based on the Stationary
Condition

In order to express the functional in normalized and dimensionless form, we
introduce the following parameters:

n1 = max
n�x	 y��	 (6.76a)

v= ka
√
n2

1 − n2
s 	 (6.76b)

qe = n2
e − n2

s

n2
1 − n2

s

	 (6.76c)

b= ��/k�2 − n2
s

n2
1 − n2

s

	 (6.76d)

{
�m = xm/a


m = ym/a	
(6.77)

�e = se
a2

= 1
2

[
��j − �i��
k −
i�− ��k − �i��
j −
i�

]
	 (6.78)
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where ns denotes the refractive index in the substrate. Substituting
Eqs. (6.76)–(6.78) in Eq. (6.75), the functional is expressed by

I =
N∑

e=1

{
1

4�e

[
�
j −
k��i + �
k −
i��j + �
i −
j��k

]2

+ 1
4�e

[
��k − �j��i + ��i − �k��j + ��j − �i��k

]2

− v2�qe − b��e
6

��2
i +�2

j +�2
k +�i�j +�j�k +�k�i�

}
� (6.79)

The stationary condition of Eq. (6.79) is obtained by the partial differenciation
with respect to ����= 1 − n�:

�I

���

=
n∑

m=1

c�m�m = 0 ��= 1 − n�� (6.80)

These simultaneous equations expressed in matrix form as

C���= �0�	 (6.81)

where C is an n× n matrix and ��� and �0� are column vector of the electric
field distribution �1 −�n and zero vector, respectively. For Eq. (6.81) to have a
nontrivial solution other than ���= �0�, the determinant of the matrix C should
be zero; that is,

det�C�= 0� (6.82)

Equation (6.82) is a dispersion (eigenvalue) equation for the wave equa-
tion (6.65). The eigenvalue of Eq. (6.82) gives the propagation constant �, and
column vector ��� gives the electric field distribution of the mode corresponding
to �.

It is very important to calculate matrix element c�m��	m = 1 − n� in the
practical procedures of FEM. Calculation of c�m is done in each element, as
described in the following. Combining Eqs. (6.75) and (6.80), the stationary
condition can be written by

�I

���

= 2
N∑

e=1

�Ie

���

= 2
N∑

e=1

(
�Ie

��i

+ �Ie

��j

+ �Ie

��k

)
� (6.83)

Partial differentiation of element functional Ie with respect to ���� = 1 − n�
has a nonzero value only for values �i	 �j , and �k, since Ie is given by
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Eq. (6.74). For example, the nodal points of element e= 50 in Fig. 6.13 are
i=27	 j=28, and k=39. Then, among n differential terms in e�=50�th element,
only �I50/��27	 �I50/��28, and �I50/��39 remain to be nonzero. Summing up
these terms, nth-order linear simultaneous equation are constructed. Next, it is
important to contain the components in the eth element matrix in the global
matrix component c�m. The detailed expressions of partial differentiation in
Eq. (6.83) are:

�Ie

��i

=
{

1
�e

[
�
j −
k�

2 + ��k − �j�
2
]− 2

3
v2�qe − b��e

}
�i

+
{

1
�e

[
�
j −
k�+ �
k −
i�+ ��k − �j���i − �k�

]− 1
3
v2�qe − b��e

}
�j

+
{

1
�e

[
�
j −
k��
i −
j�+ ��k − �j���j − �i�

]− 1
3
v2�qe − b��e

}
�k	

(6.84a)

�Ie

��j

=
{

1
�e

[
�
k −
i��
j −
k�+ ��i − �k���k − �j�

]− 1
3
v2�qe − b��e

}
�i

+
{

1
�e

[
�
k −
i�

2 + ��i − �k�
2
]− 2

3
v2�qe − b��e

}
�j

+
{

1
�e

[
�
k −
i��
i −
j�+ ��i − �k���j − �i�

]− 1
3
v2�qe − b��e

}
�k	

(6.84b)

�Ie

��k

=
{

1
�e

[
�
i −
j��
j −
k�+ ��j − �i���k − �j�

]− 1
3
v2�qe − b��e

}
�i

+
{

1
�e

[
�
i −
j��
k −
i�+ ��j − �i���i − �k�

]− 1
3
v2�qe − b��e

}
�j

+
{

1
�e

[
�
i −
j�

2 + ��j − �i�
2
]− 2

3
v2�qe − b��e

}
�j� (6.84c)

It should be noted here that component c�m of the global matrix C is a coeffi-
cient of �m when functional I is partially differentiated by ��. Then it is seen that
the coefficients for �i	 �j , and �k in Eq. (6.84a) are contained in ci	i	 ci	j , and
ci	k, respectively. Similarly, the coefficients for �i	�j , and �k in Eq. (6.84b) are
contained in cj	i	 cj	j , and cj	k and coefficients for �i	 �j , and �k in Eq. (6.84c)
are contained in ck	i	 ck	j , and ck	k. In our earlier example for e�=50�th element,
where i=27	 j=28, and k=39, the coefficients for �i�=�27�	 �j�=�28�, and
�k�=�39� in Eq. (6.84a) are contained into c27	27	 c27	28, and c27	39, respectively.
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Summing up all contributions from each element, the component c�	m of the
global matrix C is calculated.

It is seen from Eq. (6.84) that component ci	j of the global matrix C can be
rewritten as

ci	j =pi	j − b · ri	j	 (6.85)

where pi	j and ri	j are constants that are independent of eigenvalue b (normalized
propagation constant). Then Eq. (6.81) can be rewritten as

C���= �P − bR����= �0�	 (6.86)

where P and R are n× n matrices whose components are given by pi	j and ri	j .
Equation (6.86) is further rewritten as

A���= b���	 (6.87)

A = R−1P� (6.88)

Equation (6.87) is an eigenvalue problem of matrix A. Eigenvalue b and the
column vector of the electric field distribution ��� can easily be obtained
via numerical calculation libraries such as Jacobi’s method and Householder’s
method [10].

Figure 6.15 shows optical intensity distribution of E11 mode (the Ex
11 and Ey

11

modes cannot be discriminated in scalar wave analysis) in the rib waveguide
shown in Fig. 6.12. The waveguide parameters of the waveguide are nc = 3�38,
ns = 3�17, na = 1�0, 2a= 1�5 �m, h= 0�75 �m, t = 0�3 �m, and wavelength
of light is �= 1�55 �m. The width of the fictitious boundaries are ±7�5 �m in
the x-axis direction and +3 �m and −4�5 �m in y-axis direction. The number
of divisions are 20 for the span of x= 0 − a, 20 for x= a− 7�5 �m, 20 for
y = −4�5−0 �m, 20 for y = 0 − h, and 10 for y = h− 3 �m. Then the total
number of triangular elements is N = 4000 and that of nodal points is n= 2091.
The effective index of E11 mode is �/k= 3�271198.

Figure 6.16 shows the optical intensity distribution of the E11 mode in the
ridge (rib-loaded) waveguide (the definition of the waveguide parameters is
shown in Fig. 2.15). Ridge waveguides are very important in the fabrication
of semiconductor lasers and passive semiconductor waveguides. The waveguide
parameters of the waveguide are nc = 3�38, ns = 3�17, nr = ns, na = 1�0, core
width 2a= 2 �m, core thickness d= 0�2 �m, rib height in the center h= 1 �m,
rib height in the peripheral region t= 0�1 �m, and wavelength of light is �=
1�55 �m. The effective index of E11 mode is �/k= 3�194346.
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Figure 6.15 Optical intensity distribution of E11 mode in the rib waveguide. nc = 3�38	 ns =
3�17	 na = 1�0	 2a= 1�5 �m	 h= 0�75 �m	 t= 0�3 �m and �= 1�55 �m.

Figure 6.16 Optical intensity distribution of the E11 mode in the ridge waveguide, nc =3�38	 ns =
3�17	 nr = ns	 na = 1�0	 2a= 2 �m	 d= 0�2 �m	 h= 1 �m	 t= 0�1 �m and �= 1�55 �m.
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Figure 6.17 Dispersion characteristics of ridge waveguides.

Figure 6.17 shows the dispersion characteristics of ridge waveguides with
respect to core width 2a. The parameter of calculation is a rib height h in the
center. From the cutoff condition for E21 mode, it is seen that the present wave-
guide becomes single mode for a core width smaller than 2a� 2�2 �m. It is also
known that the dispersion characteristics become almost independent from the
rib center height h when h> 1 �m. Since the ridge waveguide approaches the
three-layer slab waveguide for 2a→ �, the normalized propagation constant b
gradually approaches b= 0�1751 when the core width 2a becomes large.

Figures 6.18(a) and 18(b) show the dispersion characteristics of rectangular
optical waveguides with core width 2a and core thickness 2d
a=d in Fig. 6.18(a)
and a= 2d in Fig. 6.18(b)]. Figures 6.19(a) and (b) show the dispersion charac-
teristics and light confinement factor of InP-based semiconductor laser having
core thickness 2d= 0�15 �m, nc = 3�5, and ns = 3�17 at 1.55-�m wavelength.
The vertical bars in Fig. 6.19(b) indicate the single-mode condition for core
width 2a, which is determined by the cutoff condition of E21 in Fig. 6.19(a). In
Fig. 6.19(b), core area s divided by confinement factor � is also shown, which
is important in determining the threshold current of the laser. s/� takes the
minimum value of s/� = 0�693 at 2a= 0�82 �m.

Next, FEM analysis of the coupling efficiency between a rectangular wave-
guide and optical fiber will be described. Here we assume that the waveguide
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Figure 6.18 Dispersion characteristics of rectangular optical waveguides with core width 2a and
core thickness 2d. (a) a=d; (b) a= 2d.
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Figure 6.19 (a) Dispersion characteristics of an InP-based semiconductor laser having core thick-
ness 2d=0�15 �m	 nc =3�5, and ns =3�17 at a 1.55-�m wavelength. (b) Light confinement factor �
and core area/� of an InP-based semiconductor laser having core thickness 2d= 0�15 �m	 nc = 3�5
and, ns = 3�17 at a 1.55-�m wavelength.
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parameters of optical fiber are fixed at core diameter 2a= 9 �m and relative
refractive-index difference � = 0�3%. In the rectangular waveguide, the core
thickness and refractive-index difference are fixed at 2d=6 �m and �=0�75%.
Then the dependency of the coupling coefficient on the core width 2a at �=
1�55 �m is calculated. The coupling coefficient between optical fiber and the
rectangular waveguide is given by [11]

CAMP =
∫∫

f�x	 y�g�x	 y�dxdy



∫∫

f 2 dxdy�1/2

∫∫

g2 dxdy�1/2
	 (6.89)

where f�x	 y� and g�x	 y� denote the electric field distributions of the optical fiber
and the rectangular waveguide, respectively. The power-coupling coefficient is
then given by

c= �cAMP �2� (6.90)

Figure 6.20 shows the power-coupling coefficient between the rectangular wave-
guide and optical fiber when the core width of the waveguide 2a is varied. The
coupling coefficient of a square waveguide with a core width 2a= 6 �m is c=
0�932�−0�31 dB loss), since the mismatch of the fields between the waveguide

Figure 6.20 Power-coupling coefficient between a rectangular waveguide and optical fiber when
the core width of the waveguide 2a is varied.
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and the fiber is rather large. There are two core widths at which the coupling
coefficient has a local maximum. One is 2a=1�2�m; the other is 2a=10�7�m.
The coupling coefficients are c = 0�989�−0�05 dB loss) at 2a = 1�2�m and
c = 0�956�−0�2 dB loss) at 2a= 10�7�m. The highest coupling coefficient is
obtained when the core width 2a is quite small. Figure 6.21 shows light intensity
distributions of rectangular waveguides for (a) 2a= 1�2�m, (b) 2a= 6�m, and
(c) 2a= 10�7�m. Figure 6.21(d) shows the intensity distribution of optical fiber
with a core diameter 2a = 9�m and a refractive-index difference � = 0�3%.
Since the electric field profile is almost uniformly expanded in Fig. 6.21(a), the
highest coupling coefficient with optical fiber is obtained.

6.5. STRESS ANALYSIS OF OPTICAL WAVEGUIDES

6.5.1. Energy Principle

The finite element method was originally developed for the stiffness analysis
of airplane [12]. Consequently, stress analysis is the most typical application of
FEM. Generally, it is well known that the total potential energy � should be a
minimum when thermal stress and/or an external force is applied to the body. In
other words, the strain distribution that is actually generated among all possible
strain profiles is the distribution that makes the potential energy � a minimum.
This is called the energy principle [1]. The total potential energy � of the body
is given by

�= �internal work�− �external work�=U −V	 (6.91)

where U and V denote strain energy and work done by the external force;
respectively Strain energy U is work generated during the process of releasing
strain; that is, U is a summation of {local force generated under certain strain
condition} × {displacement by the force}. Since potential energy decreases by
the amount of work done by the external force, V in Eq. (6.91) has minus sign.

Stress analysis based on the energy principle is called the energy method. The
calculation procedures of the energy method are summarized as follows:

1. Express the potential energy � in terms of the displacement by strain and
an external force.

2. Approximate the displacement and external force in or toward each
element by analytical functions using values at nodal points.

3. Apply the energy principle to �; that is, partially differentiate � with
respect to the displacement and obtain an equilibrium equation (linear
simultaneous equation).
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Figure 6.21 Light intensity distributions of rectangular waveguides for (a) 2a= 1�2�m	
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Figure 6.21 (Continued) (b) 2a= 6 �m, and (c) 2a= 10�7 �m. (d) is an intensity distribution of
optical fiber with a core diameter 2a= 9 �m and a refractive-index difference �= 0�3%.



Stress Analysis of Optical Waveguides 301

4. Solve the simultaneous equation and determine the displacement at each
nodal point.

5. The strain and stress in each element are calculated by using the
displacements at the nodes surrounding the element.

6.5.2. Plane Strain and Plane Stress

Generally, three-dimensional FEM analysis requires a large computer memory
and a long CPU time for calculation. Therefore, two-dimensional analysis is
often used for the three-dimensional body, using an appropriate assumption for
each problem.

First, let us consider a body that is long along its z-axis direction compared
to its cross-sectional area, such as optical fibers and waveguides. In this case,
strain in the body along z-axis direction �z is considered to be zero, except at
both ends. Then we can assume

�z = 0� (6.92)

Stress analysis based on this assumption is called a plane strain problem. On
the other hand, when a body is quite thin compared to its cross-sectional area,
the stress component �z normal to the plane is considered to be zero; that is,

�z = 0� (6.93)

Stress analysis based on this assumption is called a plane stress problem.
In the following sections, stress analyses of optical waveguides based on the

plane strain approximation will be described.

6.5.3. Basic Equations for Displacement,
Strain and Stress

The definitions of the parameters in stress analysis are:

u and v: Displacements along the x- and y-axis directions,
respectively

�x	 �y and �z: Principal strains along x-, y- and z-axis directions,
respectively

 xy: Shear strain in the x–y plane
�x	 �y and �z: Principal stress along the x-, y- and z-axis directions,

respectively
�xy: Shear stress in the x–y plane
f and g: External forces along x- and y-axis directions,

respectively
E and !: Young’s modulus and Poisson’s ratio, respectively.



302 Finite Element Method

The relationship between displacement and strain is given by [13]

�x = �u

�x
	 (6.94a)

�y = �v

�y
	 (6.94b)

 xy = �v

�x
+ �u

�y
� (6.94c)

Next, the relationship between stress and strain is generally is expressed as

�x = 1
E

[
�x − !��y +�z�

]+��T	 (6.95a)

�y = 1
E

[
�y − !��z +�x�

]+��T	 (6.95b)

�z = 1
E

[
�z − !��x +�y�

]+��T	 (6.95c)

 xy = �xy

G
= 2�1 + !�

E
�xy	 (6.96)

where G	 � and �T denote shear modulus, thermal expansion coefficient and
temperature change (negative for cooling), respectively. Substituting Eq. (6.92)
in Eq. (6.95), the relationship between stress and strain in the plane strain problem
is given by

�x = E

�1 + !��1 − 2!�

�1 − !��x + !�y�−

�E�T

�1 − 2!�
	 (6.97a)

�y = E

�1 + !��1 − 2!�

!�x + �1 − !��y�−

�E�T

�1 − 2!�
	 (6.97b)

�z = !��x +�y�−�E�T� (6.97c)

In contrast, the relationship between stress and strain in the plane stress problem
is given by substituting Eq. (6.93) into (6.95), as

�x = E

�1 − !2�

�x + !�y�−

�E�T

�1 − !�
	 (6.98a)

�y = E

�1 − !2�

!�x + �y�−

�E�T

�1 − !�
� (6.98b)

In the following section, FEM stress analysis for the rib optical waveguide,
whose FEM waveguide analysis has already been shown in Section 6.4.2, will
be described based on the plane strain problem.
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6.5.4. Formulation of the Total Potential Energy

The components of stress, strain, and initial strain due to thermal strain are
expressed in the vector form as

���=
⎛

⎝
�x
�y
�xy

⎞

⎠ 	 (6.99)

���=
⎛

⎝
�x
�y
 xy

⎞

⎠ 	 (6.100)

��0�= �1 + !���T

⎛

⎝
1
1
0

⎞

⎠ � (6.101)

The relationship between stress and strain in Eqs. (6.96) and (6.97) of the plane
strain problem is expressed by using Eqs. (6.99)–(6.101):

���= D
���− ��0��	 (6.102)

where 3 × 3 matrix D is given by

D = E

�1 + !��1 − 2!�

⎡

⎣
�1 − !� ! 0

! �1 − !� 0
0 0 �1 − 2!�/2

⎤

⎦ � (6.103)

Strain energy per unit length is obtained by

(strain energy) = 1
2

∫∫
(stress) · [(strain) − (initial strain)]dx dy�

Then U is expressed by using Eqs. �6�99�–�6�101�:

U = 1
2

∫∫
���t
���− ��0��dxdy	 (6.104)

where � �t represents the transpose of the vector and ���t = 
�x	 �y	 �xy� is
a raw vector of �. The entire rib waveguide structure (actually a half of the
structure, since it is symmetrical with respect to the y-axis) is divided into small
elements, as shown in Fig. 6.22, and the integral of Eq. (6.104) is carried out in
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Figure 6.22 Example of element division in FEM stress analysis. The Number of triangular
elements is N = 250, and the number of nodes is n= 150.
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each element. In contrast to the FEM waveguide analysis in Section 6.4.2, the
actual boundary of the body becomes the boundary in FEM stress analysis, since
strain and stress do not penetrate into the air region. The number of triangular
elements in Fig. 6.22 is N = 250 and number of nodes is n= 150. The strain
u�x	 y� and v�x	 y� along x- and y-axis directions in the eth �e= 1 −N� element
is approximated by the linear function of x and y:

⎧
⎨

⎩

u�x	 y�=pe0 +pe1x+pe2y (6.105a)

v�x	 y�= qe0 + qe1x+ qe2y	 (6.105b)

where pe0	 p
e
1	 p

e
2 and qe0	 q

e
1	 q

e
2 are constants. The numbers of nodal points in

element e are denoted, as shown in Fig. 6.14, by i	 j, and k and the coordinates of
the nodal point are expressed as �xm	 ym��m= i	 j	 k�. Assuming that the displace-
ments at nodal points i	 j and k in the eth element are given by �ui	 vi�, �uj	 vj�
and �uk	 vk�, the expansion coefficients pe0	 p

e
1	 p

e
2 and qe0	 q

e
1	 q

e
2 are obtained by

⎛

⎝
pe0
pe1
pe2

⎞

⎠= Ce

⎛

⎝
ui
uj
uk

⎞

⎠ 	 (6.106a)

⎛

⎝
qe0
qe1
qe2

⎞

⎠= Ce

⎛

⎝
vi
vj
vk

⎞

⎠ � (6.106b)

Here, element matrix Ce is given by

Ce = 1
2se

⎡

⎣
�xjyk − xkyj� �xkyi − xiyk� �xiyj − xjyi�
�yj − yk� �yk − yi� �yi − yj�
�xk − xj� �xi − xk� �xj − xi�

⎤

⎦ � (6.107)

Cross-sectional area se is given by Eq. (6.70). Substituting Eqs. (6.105)
and (6.106) in Eq. (6.94), the strain components in the eth element are obtained as

⎛

⎝
�x
�y

 xy

⎞

⎠= 1
2se

⎡

⎣
�yj − yk� 0 �yk − yi� 0 �yi − yj� 0

0 �xk − xj� 0 �xi − xk� 0 �xj − xi�

�xk − xj� �yj − yk� �xi − xk� �yk − yi� �xj − xi� �yi − yj�

⎤

⎦

⎛

⎜⎜⎜⎜⎜⎜
⎝

ui
vi
uj
vj
uk
vk

⎞

⎟⎟⎟⎟⎟⎟
⎠

�

(6.108)

This is rewritten in matrix form as

��e�= Be�d
e�	 (6.109)
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where Be is a 3 × 6-element matrix in the right-hand side of Eq. (6.108) and
�de�= 
ui	 vi uj	 vj uk	 vk�

t is a 6 × 1 raw vector representing displacements.
The strain energy in the eth element is then expressed as

Ue = 1
2

∫∫

e

��e�t
��e�− ��e0��dxdy	 (6.110)

where ��e�t is expressed, by using Eqs. (6.102) and (6.109), as

��e�t = 
��e�t − ��e0�
t�De = 
�de�tBt

e − ��e0�
t�De� (6.111)

In the above equation, element matrix De may be different in each element,
since Young’s modulus and Poisson’s ratio are different in the core and substrate
regions. Substitution of Eq. (6.111) in Eq. (6.110) gives

Ue = 1
2

∫∫

e


�de�tBt
eDeBe�d

e�− 2�de�tBt
eDe��

e
0�+ ��e0�

tDe��
e
0��dxdy

= se
2

�de�tBt

eDeBe�d
e�− 2�de�tBt

eDe��
e
0�+ ��e0�

tDe��
e
0�� � (6.112)

The last term in this equation, ��e0�
t De ��

e
0�, is expressed by using Eqs. (6.101)

and (6.103), as

��e0�
tDe��

e
0�= 2�1 + !e�Ee

�1 − 2!e�
��e�T�

2� (6.113)

Since Eq. (6.113) is always positive, it can be neglected in the minimization
of potential energy. Then strain energy Ue in the eth element is expressed as

Ue = 1
2
�de�tAe�d

e�− �de�t�he�� (6.114)

Here Ae is a 6 × 6-element stiffness matrix and �he� is a 6 × 1 thermal stress
vector, which are given by

Ae = seB
t
eDeBe	 (6.115a)

�he�= seB
t
eDe��

e
0�� (6.115b)

The total strain energy is obtained by summing the element strain energy:

U =
N∑

e=1

Ue = 1
2
�d�tA�d�− �d�t�H�	 (6.116)
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where �d�	 A and �H� are 2n × 1 global strain vector, the 2n × 2n global
stiffness matrix, and the 2n× 1 global thermal stress vector, respectively. The
algorithm by which components of the element stiffness matrix Ae and thermal
stress vector �he� are contained in the global stiffness matrix A and the thermal
stress vector �H� is shown in Table 6.2.

An external force applied to the body is approximated by the force concen-
trated at the node on the surface of the body. Then the vector of the external
force is expressed by

�fL�=

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

f1

g1

f2

g2
���
fn
gn

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

�n " number of nodes�	 (6.117)

where fi and gi denote the x- and y-axis components of the external force applied
to nodal point i. When a displacement �ui	 vi� is generated by the external force
�fi	 gi�, the work done by the force is uifi + vigi. The total work done by the
external force is then given by

V = �d�t�fL�� (6.118)

Table 6.2

Relationship between components of hte element and those of the global matrix

Component of the e-th element Component of the e-th element
matrix → component of global matrix matrix → component of global matrix

ae1 1 →A2i−1	2i−1 ae3 3 →A2j−1	2j−1

ae1 2 →A2i−1	2i ae3 4 →A2j−1	2j

ae1 3 →A2i−1	2j−1 ae3 5 →A2j−1	2k−1

ae1 4 →A2i−1	2j ae3 6 →A2j−1	2k

ae1 5 →A2i−1	2k−1 ae4 4 →A2j	2j

ae1 6 →A2i−1	2k ae4 5 →A2j−1	2k−1

ae2 2 →A2i	2i ae4 6 →A2j	2k

ae2 3 →A2i	2j−1 ae5 5 →A2k−1	2k−1

ae2 4 →A2i	2j ae5 6 →A2k−1	2k

ae2 5 →A2i	2k−1 ae6 6 →A2k	2k

ae2 6 →A2i	2k

he1 →H2i−1 he2 →H2i

he3 →H2j−1 he4 →H2j

he5 →H2k−1 he6 →H2k
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Substituting Eqs. (6.116) and (6.118) into (6.91), the total potential energy � is
given by

�= 1

2
�d�tA�d�− �d�t
�H�+ �fL��� (6.119)

In the thermal stress analyses of birefringent fibers and waveguides without
external force, we simply make �fL�= �0� in Eq. (6.119).

6.5.5. Solution of the Problem by the Stationary
Condition

Potential energy � in Eq. (6.119) should be a minimum by the energy
principle. Therefore, the partial derivative of � with respect to the displacement
of each nodal point should be zero. We then have 2nth-order linear simultaneous
equation:

A�d�= �H�+ �fL�� (6.120)

The solution of the displacement vector is easily obtained:

�d�= A−1
�H�+ �fL��� (6.121)

The stress in each element is calculated, by using Eqs. (6.102) and (6.109), as

��e�= De
Be�d
e�− ��e0�� �e= 1 −N�� (6.122)

In the symmetrical structure shown in Fig. 6.22, displacement on the y-axis
is directed along the y-axis direction. Therefore, displacement on the y-axis
along the x-axis direction should be zero. These boundary conditions, which are
not considered in the element level, are taken into account during the process of
solving the simultaneous equations (6.120). But it is not preferable to change the
matrix size of A for the boundary conditions, because the number of boundary
conditions is different in each problem. In practical FEM stress analysis proce-
dures, boundary conditions are treated as follows. We rewrite 2nth-order linear
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simultaneous equation as

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

A1	1 A1	2 · · · A1	2i−2 A1	2i−1 A1	2i · · · A1	2n−1 A1	2n

A2	1 A2	2 · · · A2	2i−2 A2	2i−1 A2	2i · · · A2	2n−1 A2	2n

�
�
�

�
�
�

� � �
�
�
�

�
�
�

�
�
�

� � �
�
�
�

�
�
�

A2i−2	1 A2i−2	2 · · · A2i−2	2i−2 A2i−2	2i−1 A2i−2	2i · · · A2i−2	2n−1 A2i−2	2n

A2i−1	1 A2i−1	2 · · · A2i−1	2i−2 A2i−1	2i−1 A2i−1	2i · · · A2i−1	2n−1 A2i−1	2n

A2i	1 A2i	2 · · · A2i	2i−2 A2i	2i−1 A2i	2i · · · A2i	2n−1 A2i	2n

�
�
�

�
�
�

� � �
�
�
�

�
�
�

�
�
�

� � �
�
�
�

�
�
�

A2n−1	1 A2n−1	2 · · · A2n−1	2i−2 A2n−1	2i−1 A2n−1	2i · · · A2n−1	2n−1 A2n−1	2n

A2n	1 A2n	2 · · · A2n	2i−2 A2n	2i−1 A2n	2i · · · A2n	2n−1 A2n	2n

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

u1

v1

�
�
�

vi−1

ui
vi
�
�
�

un
vn

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

=

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

F1

F2

�
�
�

F2i−2

F2i−1

F2i

�
�
�

F2n−1

F2n

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

(6.123)

where �F�= �H�+ �fL�. We consider, for example, the boundary condition in
which displacement along x-axis direction of the ith nodal point ui is specified
as zero. In this case, the contribution of ui to Eq. (6.123) or [Eq. (6.120)]
can be made zero by setting the matrix element Am	2i−1 = 0 for m= 1 to 2n.
However, we should have one equation which specifies ui = 0. This condition is
accomplished by setting A2i−1	2i−1 = 1	F2i−1 = 0 and A2i−1	k = 0 for k= 1 to 2n
except for k= 2i− 1. Then we obtain the following matrix expression in which
the boundary condition of ui = 0 is automatically included:

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

A1	1 A1	2 · · · A1	2i−2 0 A1	2i · · · A1	2n−1 A1	2n

A2	1 A2	2 · · · A2	2i−2 0 A2	2i · · · A2	2n−1 A2	2n

�
�
�

�
�
�

� � �
�
�
�

�
�
�

�
�
�

� � �
�
�
�

�
�
�

A2i−2	1 A2i−2	2 · · · A2i−2	2i−2 0 A2i−2	2i · · · A2i−2	2n−1 A2i−2	2n

0 0 · · · 0 1 0 · · · 0 0
A2i	1 A2i	2 · · · A2i	2i−2 0 A2i	2i · · · A2i	2n−1 A2i	2n

�
�
�

�
�
�

� � �
�
�
�

�
�
�

�
�
�

� � �
�
�
�

�
�
�

A2n−1	1 A2n−1	2 · · · A2n−1	2i−2 0 A2n−1	2i · · · A2n−1	2n−1 A2n−1	2n

A2n−1 A2n	2 · · · A2n	2i−2 0 A2n	2i · · · A2n	2n−1 A2n	2n

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

u1

v1

�
�
�

vi−1

ui
vi
�
�
�

un
vn

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

=

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

F1

F2

�
�
�

F2i−2

0
F2i

�
�
�

F2n−1

F2n

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

(6.124)

Here, the component of load vector F2i−1 corresponding to ui is also set to zero.
It is readily understood that the solution ui in above Eq. (6.123) becomes zero, as
specified by the boundary condition. Boundary conditions to other nodal points
are treated in the same manner as just described above.

Another important boundary condition in FEM stress analysis is that one of
the nodal points (for example, nodal point 1 in Fig. 6.22) should be fixed so as
to prevent motion of the rigid body. Therefore, displacements of nodal point 1
along the x- and y-axis directions should be zero. These boundary conditions
are also taken into account in global matrix A.
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6.5.6. Combination of Finite-Element Waveguide
and Stress Analysis

As described in Section 3.9 for stress-induced birefringent optical fibers, it is
important to consider the refractive-index change due to the photoelastic effect in
order to investigate the propagation characteristics of optical waveguides under
stress or strain. Here we describe the combined FEM stress analysis and FEM
waveguide analysis for the ridge waveguide consisting of GaAlAs semiconductor
core and GaAs substrate and an oxide strip loaded on the GaAlAs core film as
shown in Fig. 6.23. Different from the perturbation method analysis described
in Section 3.10.2, in the combined FEM analysis refractive-index change is first
obtained by FEM stress analysis, and it is taken into account into FEM waveguide
analysis. The waveguide parameters of the oxide-strip-loaded semiconductor
ridge waveguide in Fig. 6.23 are as follows: thickness and total width of the
GaAlAs core are d= 0�2�m and 100�m, respectively, the thickness and total
width of the GaAs substrate are both 100�m, and the thickness and width of the
oxide strip are h= 0�4�m and 2a= 3�m, respectively. The material parameters
for each region are given in Table 6.3; the difference between room temperature

Figure 6.23 Oxide strip loaded a semiconductor ridge waveguide.

Table 6.3

Material parameters of substrate, core, and oxide strip

Young’s modulus Poisson’s ratio Thermal expansion Refractive
Material kg/mm2 ratio coefficient (�C−1) index

GaAs 8700 0.31 6�4 × 10−6 3.37
GaA1As 8620 0.315 5�8 × 10−6 3.36
SiO2 7830 0.186 5�4 × 10−7 1.444
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and growth temperature is assumed to be �T =−700 �C 
14−16�. Contour plots
of principal stress �x and �y calculated by FEM stress analysis are shown in
Figs. 6.24(a) and 6.24(b). The curve plots at the bottom edges of Figs. 6.24(a)
and (b) are the principal stress distributions along lines parallel to the x-axis that
pass the points of maximum principal stress �x. and �y. The curve plots at the
right-hand edges in Figs. 6.24(a) and (b) are the principal stress distributions
along the y-axis. The Positive and negative values of the principal stress represent
the tensile and compressive force, respectively.

When we consider the photoelastic effect, the refractive indices for x- and
y-polarized lights are expressed by

nx�x	 y�= nx0�x	 y�−C1�x�x	 y�

−C2
�y�x	 y�+�z�x	 y�� �for x-polarization� (6.125a)

ny�x	 y�= ny0�x	 y�−C1�y�x	 y�

−C2
�z�x	 y�+�x�x	 y�� �for y-polarization�� (6.125b)

Here nx0 and ny0 are refractive indices without stress and C1 and C2 are photoelas-
tic constants. The photoelastic constants of GaAs and SiO2 are given [15, 16] by

{
C1 = −1�72 × 10−4 
mm2/kg�

C2 = −1�0 × 10−4 
mm2/kg�
�GaAs� (6.126a)

{
C1 = 7�42 × 10−6 
mm2/kg�

C2 = 4�102 × 10−5 
mm2/kg�
�SiO2�� (6.126b)

Photoelastic constants C1 and C2 are related with Pockels coefficient p11 and p12

by the following relationship [17]:

⎧
⎪⎪⎨

⎪⎪⎩

C1 = n3

2E
�p11 − 2!p12�	

C2 = n3

2E

−!p11 + �1 − !�p12��

(6.127)

where E	v and n denote Young’s modulus, Poisson’s ratio, and the refractive
index, respectively. Substituting principal stress �x and �y into Eq. (6.125), stress-
induced refractive-index change nx − nx0 and ny − ny0 are plotted as shown in
Fig. 6.25. It is known from the bottom plots in Figs. 6.25(a) and (b) that the refrac-
tive indices for both polarizations decrease markedly at the edges of the SiO2 strip
(0.016 for x-polarization and 0.014 for y-polarization). Figures 6.26(a) and (b)
show light intensity distributions for x- and y-polarizations calculated by FEM
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Figure 6.24 Contour plots of principal stress (a) �x and (b) �y calculated by FEM stress analysis.
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Figure 6.25 Stress-induced refractive-index change (a) nx − nx0 and (b) ny − ny0.



314 Finite Element Method

Figure 6.26 Light intensity distributions for (a) x-polarization and (b) y-polarizations calculated
by FEM waveguide analysis.
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Figure 6.26 (Continued) (c) Intensity distribution without considering stress-induced refractive-
index change.

waveguide analysis. Normalized propagation constants for x- and y-polarizations
are �x/k= 3�36688 and �y/k= 3�36612, respectively. Figure 6.26(c) shows the
light intensity distribution without considering stress-induced refractive-index
change. It is seen from the comparison of Figs. 6.26(a) and (b) with (c) that light
confinement effect becomes tighter due to the refractive-index decrease at both
edges of SiO2 strip.

6.6. SEMI-VECTOR FEM ANALYSIS OF HIGH-INDEX
CONTRAST WAVEGUIDES

Extremely high-index contrast (EH-�) waveguides with � range 10–40%
have attracted attention as regards the fabrication of ultra-compact waveguide
devices [18–22]. Among them, silicon optical waveguides have emerged as the
enabling technology for a new generation of optoelectronic circuits. Silicon
optical waveguides can utilize the mature material processing technology and
extensive electronic functionality of silicon.

So far, we have mainly treated a scalar FEM which is applicable to waveguides
with low index difference. However, vector properties may become important
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and even essential in the high-index contrast waveguides. For three-dimensional
structures, the polarization couplings usually exist so that the propagating waves
are, strictly speaking, hybrid. However, the couplings between the two polar-
izations are usually weak and may not have appreciable effect unless the two
polarizations are intentionally synchronized. Therefore, we may still neglect the
polarization coupling terms and treat the two polarizations independently by
using a semi-vector formulation. In this section, a systematic development of the
semi-vector wave equations is described.

In the frequency domain, the propagation of electro-magnetic waves through
a non-homogeneous medium is governed by Maxwell’s equations as [23]

� × E = −j��0H	 (6.128a)

� × H = j��0n
2E (6.128b)

and

� · ��0n
2E�= 0	 (6.129a)

� · ��0H� = 0	 (6.129b)

where refractive index n�x	 y	 z� is assumed to be isotropic. A system of coupled
vector wave equations for either the transverse electric or magnetic fields can
be derived from the above equations.

6.6.1. E-field Formulation

The vector wave equation for the electric fields is obtained from Eqs. (6.128a)
and (6.128b) as

� × �� × E�=��� · E�−�2 E =�2�0�0n
2E = k2n2E	 (6.130)

where k=�
√
�0�0 is the wave number in free space. Furthermore, Eq. (6.129a)

gives

� · �n2E�=�t · �n2 Et�+
��n2 Ez�

�z
=�t · �n2 Et�+

�n2

�z
Ez +n2 �Ez

�z
=0	 (6.131)

where �t = ux�/�x + uy�/�y. The term ��n2/�z�Ez in the above equation can be
neglected since Ez is normally much smaller than the transversal components
Ex and Ey and also the refractive index generally varies slowly along z-axis.
Equation (6.131) is then approximated by

�Ez

�z
= − 1

n2
�t · �n2 Et�= −�Ex

�x
− �Ey

�y
− 1
n2

�n2

�x
Ex − 1

n2

�n2

�y
Ey� (6.132)
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� · E in (6.130) is expressed by

� · E = �Ex

�x
+ �Ey

�y
+ �Ez

�z
= − 1

n2

�n2

�x
Ex − 1

n2

�n2

�y
Ey� (6.133)

Substituting Eq. (6.133) into (6.130), we obtain

�2
t Ex + k2 n2 Ex + �2Ex

�z2
+ �

�x

(
1
n2

�n2

�x
Ex + 1

n2

�n2

�y
Ey

)
= 0	 (6.134)

�2
t Ey + k2 n2 Ey + �2Ey

�z2
+ �

�y

(
1
n2

�n2

�x
Ex + 1

n2

�n2

�y
Ey

)
= 0� (6.135)

The couplings between the two polarizations

�

�x

(
1
n2

�n2

�y
Ey

)

in (6.134) and

�

�y

(
1
n2

�n2

�x
Ex

)

in (6.135) are usually weak. Then we can neglect these coupling terms and treat
Eqs. (6.134) and (6.135) independently as

�

�x

[
1
n2

��n2Ex�

�x

]
+ �2Ex

�y2
+ �2Ex

�z2
+ k2n2Ex = 0	 (6.136)

�2Ey

�x2
+ �

�y

[
1
n2

��n2Ey�

�y

]
+ �2Ey

�z2
+ k2n2Ey = 0� (6.137)

These are called semi-vector equations based on the E-field formulation. Electric
field modes obtained from Eqs. (6.136) and (6.137) are denoted as Quasi-TE
mode and Quasi-TM mode, respectively.

6.6.2. H-field Formulation

Similar to the semi-vector wave equations for the electric fields, the equations
for the magnetic fields are obtained as

� ×
(

1
n2
� × H

)
=�2�0�0H = k2H� (6.138)

� × 
�1/n2�� × H� is expressed by using vector formula (10.77) as

� ×
(

1
n2
� × H

)
=�

(
1
n2

)
× �� × H�+ 1

n2
� × �� × H�� (6.139)
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For the calculation of the semi-vector equation to Hy (Quasi-TE mode: Ex and Hy

are the dominant fields) in the above equation, the term 
��1/n2�/�z���Hz/�y� can
be neglected since Hz is normally much smaller than the transversal components
Hx and Hy and also the refractive index generally varies slowly along z-axis.
Then equation for the Quasi-TE mode is expressed by

n2 �

�x

(
1
n2

�Hy

�x

)
+ �2Hy

�y2
+ �2Hy

�z2
+ n2 ��1/n

2�

�z

�Hy

�z
+ k2n2 Hy = 0� (6.140)

Here polarization coupling term has been neglected. Semi-vector equation for
the Quasi-TM mode (Ey and Hx are the dominant fields) is calculated in the
similar manner as

�2Hx

�x2
+ n2 �

�y

(
1
n2

�Hx

�y

)
+ �2Hx

�z2
+ n2 ��1/n

2�

�z

�Hx

�z
+ k2n2Hx = 0� (6.141)

The term 
��1/n2�/�z���Hz/�x� and polarization coupling term have been
neglected in the derivation of the above equation.

Equations (6.140) and (6.141) are called as semi-vector equations based on
the H-field formulation. Magnetic field modes obtained from (6.140) and (6.141)
are denoted as Quasi-TE mode and Quasi-TM mode, respectively.

6.6.3. Steady State Mode Analysis

If the waveguide geometry and refractive index does not vary along the
propagation direction z, semi-vector equations based on the E-field formulation
reduce to

�

�x

[
1
n2

��n2�x�

�x

]
+ �2�x

�y2
+ �k2n2 −�2��x = 0	 Quasi-TE Mode (6.142)

�2�y

�x2
+ �

�y

[
1
n2

��n2�y�

�y

]
+ �k2n2 −�2��y = 0	 Quasi-TE Mode (6.143)

where Ex =�x�x	 y� exp�−j�z� and Ey =�y�x	 y� exp�−j�z� have been assumed.
Boundary conditions for the transverse electric fields are built into the above
equations. Transverse electric fields Ex and Ey are not continuous across the
internal interfaces normal to the x- and y-axis, respectively. However, continuity
of the electric displacement vectors n2Ex and n2Ey, at internal interfaces normal
to the x- and y-axis, are satisfied in the above equations.

If the refractive-index contrast is small (weakly guiding), terms contain-
ing �n2/�x and �n2/�y can be neglected. Under the scalar approximation,
Eqs. (6.142) and (6.143) reduce to Eq. (6.65).
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Similar to the E-field formulation, if the waveguide geometry and refractive
index does not vary along the propagation direction z, semi-vector equations
based on the H-field formulation reduce to

n2 �

�x

(
1
n2

�#y

�x

)
+ �2#y

�y2
+ �k2n2 −�2�#y = 0	 Quasi-TE Mode (6.144)

�2#x

�x2
+ n2 �

�y

(
1
n2

�#x

�y

)
+ �k2n2 −�2�#x = 0	 Quasi-TE Mode (6.145)

where Hx = #x�x	 y� exp�−j�z� and Hy = #y�x	 y� exp�−j�z� have been
assumed.

When we directly apply Galerkin’s method to Eq. (6.144) or (6.145), numeri-
cal differentiation of n2 becomes necessary. The numerical differentiation is not
desirable since it normally causes error in the analysis.

Semi-vector equations (6.144) and (6.145) based on the H-field formulation
can be expressed in a different form as

�

�x

(
1
n2

�#y

�x

)
+ j�

1
n2

�#z

�y
+
(
k2 − �2

n2

)
#y = 0	

j�#z = �#z

�y
	 Quasi-TE Mode (6.146)

j�
1
n2

�#z

�x
+ �

�y

(
1
n2

�#x

�y

)
+
(
k2 − �2

n2

)
#x = 0	

j�#z = �#x

�x
	 Quasi-TE Mode (6.147)

where Hz =#z�x	 y�e
−j�z has been assumed. In the following paragraphs, finite-

element formulation for the Quasi-TE mode will be described in detail. The finite-
element formulation for the Quasi-TM mode is obtained in a similar manner to
the Quasi-TE mode.

By applying the Galerkin’s method [24] to Eq. (6.146), we obtain [25, 26]

I1 = −
N∑

e=1

�u�T
∫∫

e

1
n2

�
N�

�x

�
N�T

�x
dxdy · �u�

−
N∑

e=1

�u�T�
∫∫

e

1
n2

N�

�
N�T

�y
dxdy · �v�

+
N∑

e=1

�u�Tk2
∫∫

e


N�
N�T dxdy · �u�

−
N∑

e=1

�u�T�2
∫∫

e

1
n2

N�
N�T dxdy · �u�= 0

(6.148)
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and

I2 = −
N∑

e=1

�u�T
∫∫

e


N�
�
N�T

�y
dxdy · �u�

+
N∑

e=1

�u�T�
∫∫

e


N�
N�T dxdy · �v�= 0	

(6.149)

where N�x	 y� is a weight function which is defined in the triangular element
(Fig. 6.14) as


N�x	 y��=

⎛

⎜⎜
⎝

Li

Lj

Lk

⎞

⎟⎟
⎠ 	 (6.150)

Li =
1

2se

[
�xjyk − xkyj�+ �yj − yk�x+ �xk − xj�y

]
	 (6.151a)

Li =
1

2se

�xkyi − xiyk�+ �yk − yi�x+ �xi − xk�y� 	 (6.151b)

Lk = 1
2se

[
�xiyj − xjyi�+ �yi − yj�x+ �xj − xi�y

]
� (6.151c)

In Eqs. (6.148) and (6.149), �u�= �ui	 uj	 uk�
t and �v�= �vi	 vj	 vk�

t represent #y

and −j#z, respectively, in the element as follows:

#y =
3∑

�=1

L�u�	 (6.152)

−j#z =
3∑

�=1

L�v�	 (6.153)

where � �t denotes the transpose of the vector. The functional I1 and I2 in
Eqs. (6.148) and (6.149) are expressed in the matrix form as

I1 = −
N∑

e=1

�u�t
Ge�u�+ He�v��= �U�t
G�U�+ H�V��= 0	 (6.154)

I2 = −
N∑

e=1

�u�t
Re�u�+ Te�v��= �U�t
R�U�+ T�V��= 0	 (6.155)
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where Ge	 He	 Re and Te are 3×3 element matrices and �U� and �V� are N ×1
global column vectors representing #y and −j#z, respectively. Matrix elements
of Ge	 He	 Re and Te are given by

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

g11 = − 1
n2
e

∫∫

e

�Li

�x
· �Li

�x
dxdy+

(
k2 − �2

n2
e

)∫∫

e

Li ·Li dxdy

g12 = − 1
n2
e

∫∫

e

�Li

�x
· �Lj

�x
dxdy+

(
k2 − �2

n2
e

)∫∫

e

Li ·Lj dxdy= g21

g13 = − 1
n2
e

∫∫

e

�Li

�x
· �Lk

�x
dxdy+

(
k2 − �2

n2
e

)∫∫

e

Li ·Lk dxdy= g31

g22 = − 1
n2
e

∫∫

e

�Lj

�x
· �Lj

�x
dxdy+

(
k2 − �2

n2
e

)∫∫

e

Lj ·Lj dxdy

g23 = − 1
n2
e

∫∫

e

�Lj

�x
· �Lk

�x
dxdy+

(
k2 − �2

n2
e

)∫∫

e

Lj ·Lk dxdy= g32

g33 = − 1
n2
e

∫∫

e

�Lk

�x
· �Lk

�x
dxdy+

(
k2 − �2

n2
e

)∫∫

e

Lk ·Lk dxdy

(6.156)

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

h11 = − �

n2
e

∫∫

e

Li ·
�Li

�y
dxdy

h12 = − �

n2
e

∫∫

e

Li ·
�Lj

�y
dxdy

h13 = − �

n2
e

∫∫

e

Li ·
�Lk

�y
dxdy

h21 = − �

n2
e

∫∫

e

Lj ·
�Li

�y
dxdy

h22 = − �

n2
e

∫∫

e

Lj ·
�Lj

�y
dxdy

h23 = − �

n2
e

∫∫

e

Lj ·
�Lk

�y
dxdy

h31 = − �

n2
e

∫∫

e

Lk · �Li

�y
dxdy

h32 = − �

n2
e

∫∫

e

Lk · �Lj

�y
dxdy

h33 = − �

n2
e

∫∫

e

Lk · �Lk

�y
dxdy

(6.157)
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⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

r11 = ∫∫
e

Li ·
�Li

�y
dxdy

r12 = 1
2

∫∫

e

Li ·
�Lj

�y
dxdy+ 1

2

∫∫

e

Lj ·
�Li

�y
dxdy= r21

r13 = 1
2

∫∫

e

Li ·
�Lk

�y
dxdy+ 1

2

∫∫

e

Lk · �Li

�y
dxdy= r31

r22 = ∫∫
e

Lj ·
�Lj

�y
dxdy

r23 = 1
2

∫∫

e

Lj ·
�Lk

�y
dxdy+ 1

2

∫∫

e

Lk · �Lj

�y
dxdy= r32

r33 = ∫∫
e

Lk · �Lk

�y
dxdy

(6.158)

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

t11 =�
∫∫

e

Li ·Li dxdy

t12 =�
∫∫

e

Li ·Lj dxdy= t21

t13 =�
∫∫

e

Li ·Lk dxdy= t31

t22 =�
∫∫

e

Lj ·Lj dxdy

t23 =�
∫∫

e

Lj ·Lk dxdy= t32

t33 =�
∫∫

e

Lk ·Lk dxdy�

(6.159)

Eliminating �V� from Eqs. (6.154) and (6.155), simultaneous equations for �U�
is obtained as


G − HT−1R��U�= �0�	 (6.160)

where G	 H	 R and T are N × N global matrices containing Ge	 He	 Re

and Te. For Eq. (6.160) to have a nontrivial solution other than �U�= �0�, the
determinant of the matrix should be zero; that is,

det
G − HT−1R�= 0� (6.161)

Equation (6.161) is the dispersion (eigenvalue) equation for the Quasi-TE mode.
The finite-element formulation for the Quasi-TM mode is obtained in a similar

manner to the Quasi-TE mode. By applying the Galerkin’s method to Eq. (6.147),
we obtain the functional I1 and I2 as

I1 =
N∑

e=1

�u�t
Ge�u�+ He�v��= �U�t
G�U�+ H�V��= 0	 (6.162)

I2 =
N∑

e=1

�u�t
Re�u�+ Te�v��= �U�t
R�U�+ T�V��= 0	 (6.163)
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where �u�= �ui	 uj	 uk�
t and �v�= �vi	vj	vk�

t represent #x and −j#z, respec-
tively, in the element as follows:

#x =
3∑

�=1

L� u�	 (6.164)

−j#z =
3∑

�=1

L� v�	 (6.165)

and �U� and �V� are N × 1 global column vectors representing #x and −j#z,
respectively. Matrix elements of Ge	 He	 Re and Te are given by

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

g11 = − 1
n2
e

∫∫

e

�Li

�y
· �Li

�y
dxdy+

(
k2 − �2

n2
e

)∫∫

e

Li ·Li dxdy

g12 = − 1
n2
e

∫∫

e

�Li

�y
· �Lj

�y
dxdy+

(
k2 − �2

n2
e

)∫∫

e

Li ·Lj dxdy= g21

g13 = − 1
n2
e

∫∫

e

�Li

�y
· �Lk

�y
dxdy+

(
k2 − �2

n2
e

)∫∫

e

Li ·Lk dxdy= g31

g22 = − 1
n2
e

∫∫

e

�Lj

�y
· �Lj

�y
dxdy+

(
k2 − �2

n2
e

)∫∫

e

Lj ·Lj dxdy

g23 = − 1
n2
e

∫∫

e

�Lj

�y
· �Lk

�y
dxdy+

(
k2 − �2

n2
e

)∫∫

e

Lj ·Lk dxdy= g32

g33 = − 1
n2
e

∫∫

e

�Lk

�y
· �Lk

�y
dxdy+

(
k2 − �2

n2
e

)∫∫

e

Lk ·Lk dxdy
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⎧
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

h11 = − �

n2
e

∫∫

e

Li ·
�Li

�x
dxdy

h12 = − �

n2
e

∫∫

e

Li ·
�Lj

�x
dxdy

h13 = − �

n2
e

∫∫

e

Li ·
�Lk

�x
dxdy

h21 = − �

n2
e

∫∫

e

Lj ·
�Li

�x
dxdy

h22 = − �

n2
e

∫∫

e

Lj ·
�Lj

�x
dxdy

h23 = − �

n2
e

∫∫

e

Lj ·
�Lk

�x
dxdy

h31 = − �

n2
e

∫∫

e

Lk · �Li

�x
dxdy

h32 = − �

n2
e

∫∫

e

Lk · �Lj

�x
dxdy

h33 = − �

n2
e

∫∫

e

Lk · �Lk

�x
dxdy

(6.167)
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⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

r11 = ∫∫
e

Li ·
�Li

�x
dxdy

r12 = 1
2

∫∫

e

Li ·
�Lj

�x
dxdy+ 1

2

∫∫

e

Lj ·
�Li

�x
dxdy= r21

r13 = 1
2

∫∫

e

Li ·
�Lk

�x
dxdy+ 1

2

∫∫

e

Lk · �Li

�x
dxdy= r31

r22 = ∫∫
e

Lj ·
�Lj

�x
dxdy

r23 = 1
2

∫∫

e

Lj ·
�Lk

�x
dxdy+ 1

2

∫∫

e

Lk · �Lj

�x
dxdy= r32

r33 = ∫∫
e

Lk · �Lk

�x
dxdy

(6.168)

⎧
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

t11 =�
∫∫

e

Li ·Lidxdy

t12 =�
∫∫

e

Li ·Ljdxdy= t21

t13 =�
∫∫

e

Li ·Lkdxdy= t31

t22 =�
∫∫

e

Lj ·Ljdxdy

t23 =�
∫∫

e

Lj ·Lkdxdy= t32

t33 =�
∫∫

e

Lk ·Lkdxdy�

(6.169)

Eliminating �V� from Eqs. (6.162) and (6.163), simultaneous equations for �U�
is obtained as


G − HT−1R��U�= �0�	 (6.170)

where G	 H	 R and T are N × N global matrices containing Ge	 He	 Re

and Te. For Eq. (6.170) to have a nontrivial solution other than �U�= �0�, the
determinant of the matrix should be zero; that is,

det
G − HT−1R�= 0� (6.171)

(6.171) is the dispersion (eigenvalue) equation for the Quasi-TM mode.
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6A Derivation of Equation (6.59)

We assume that when the wave number k varies slightly, � and Et�r� become
�+ �� and Et + �Et, respectively. In this case, Eq. (6.58) is expressed as

��+ ���2
∫ �

0
�Et + �Et�

2 rdr +
∫ �

0

[
d

dr
�Et + �Et�

]2

rdr

−
∫ �

0

kn+ ��kn��2�Et + �Et�

2 rdr = 0� (6.172)

Neglecting the �2 term, we can rewrite this equation as

{

�2
∫ �

0
E2
t �r� rdr +

∫ �

0

(
dEt

dr

)2

rdr −
∫ �

0
k2n2�r�E2

t �r�rdr

}

+
{

�2
∫ �

0
�E2

t rdr +
∫ �

0
�

(
dEt

dr

)2

rdr −
∫ �

0
k2n2�r��E2

t rdr

}

+2����
∫ �

0
E2
t �r� rdr −

∫ �

0
kn ��kn�E2

t �r� rdr�= 0� (6.173)

Substituting Eq. (6.58) in the first term of this equation, and also substituting
the following relation obtained from the stationary condition ��2 = 0,

�2
∫ �

0
�E2

t rdr +
∫ �

0
�

(
dEt

dr

)2

rdr −
∫ �

0
k2n2�r��E2

t rdr = 0	 (6.174)

in the second term of Eq. (6.174), we obtain

���
∫ �

0
E2
t �r�rdr −

∫ �

0
kn��kn�E2

t �r�rdr = 0� (6.175)

This can be rewritten as

�

k

d�

dk
=
∫ �

0 n�r�
d�kn�/dk�E2
t �r� rdr∫ �

0 E2
t �r� rdr

� (6.176)

When we ignore the dispersion of refractive index, this is reduced to

�

k

d�

dk
=
∫ �

0 n2�r�E2
t �r� rdr∫ �

0 E2
t �r� rdr

� (6.177)
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6B Proof of Equation (6.66)

We assume that I
�� is stationary for ��x	 y� and consider the slightly deviated
function

�pert�x	 y�=��x	 y�+ �
�x	 y�	 (6.178)

where � denotes a real small quantity and 
�x	 y� is an arbitrary continuous
function of x and y. Substituting �pert�x	 y� in Eq. (6.66) and assuming that
I
�pert� is stationary for �= 0, we obtain

lim
�→0

{
�

��
I
�pert�

}
=
∫ �

−�

∫ �

−�

[
��

�x

�


�x
+ ��

�y

�


�y
− �k2n2 −�2��


]
dxdy= 0�

(6.179)
By partial integration, Eq. (6.179) is rewritten as

∫ �

−�
dy

[


��

�x

]x=+�

x=−�
+
∫ �

−�
dx

[


��

�y

]y=+�

y=−�

−
∫ �

−�

∫ �

−�



[
�2�

�x2
+ �2�

�y2
+ �k2n2 −�2��

]
dxdy= 0� (6.180)

Since 
�x	 y� is an arbitrary function, the first, second, and the third terms of
Eq. (6.180) shoud be zero independently. Then ��x	 y� satisfies the following
wave equation and the boundary condition:

�2�

�x2
+ �2�

�y2
+ �k2n2 −�2��= 0	 (6.181)

lim
x→±�

��

�x
= 0	 lim

y→±�
��

�y
= 0� (6.182)

The second condition is a natural boundary condition that states that the field
��x	 y� decays to zero at infinity (the electromagnetic field is confined in the
waveguide). It is then proved that the function ��x	 y� that makes the func-
tional (6.66) to be stationary satisfies the wave equation (6.65) and the boundary
condition (6.182) simultaneously.
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Chapter 7

Beam Propagation Method

Curvilinear directional couplers, branching and combining waveguides,
S-shaped bent waveguides and tapered waveguides are indispensable components
in constructing integrated optical circuits. Mode-coupling phenomena in the par-
allel directional couplers have been investigated in Chapter 4. In practical direc-
tional couplers, however, light coupling in the S-shaped bent waveguide regions
in the front and rear of parallel waveguides should be taken into account so as
to evaluate the propagation characteristics precisely. For axially varying wave-
guides, the FEM stationary mode analysis described in Chapter 6 should be mod-
ified by using the paraxial wave approximation and Galerkin’s method [1]. The
Beam propagation method (BPM) is the most powerful technique to investigate
linear and nonlinear lightwave propagation phenomena in axially varying wave-
guides such as curvilinear directional couplers, branching and combining wave-
guides, S-shaped bent waveguides, and tapered waveguides. BPM is also quite
important for the analysis of ultrashort light pulse propagation in optical fibers.
Two kinds of BPM procedures are described in this chapter: one based on the fast
Fourier transform (FFT) and one based on the finite difference method (FDM).

7.1. BASIC EQUATIONS FOR BEAM PROPAGATION
METHOD BASED ON THE FFT

7.1.1. Wave Propagation in Optical Waveguides

The three-dimensional scalar wave equation (Helmholtz equation), which is
the basis of BPM, is expressed by

�2E

�x2
+ �2E

�y2
+ �2E

�z2
+ k2n2�x� y� z�E = 0� (7.1)
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We separate electric field E�x� y� z� into two parts: the axially slowly varying
envelope term of ��x� y� z� and the rapidly varying term of exp�−jkn0

z�. Here,
n0 is a refractive index in the cladding. Then, E�x� y� z� is expressed by

E�x� y� z�=��x� y� z� exp�−jkn0z�� (7.2)

Substituting Eq. (7.2) in (7.1), we obtain

�2�− j2kn0

��

�z
+ k2�n2 − n2

0��= 0� (7.3)

where

�2 = �2

�x2
+ �2

�y2
� (7.4)

Assuming the weakly guiding condition, we can approximate �n2 − n2
0� �

2n0
�n− n0� in Eq. (7.3). Then Eq. (7.3) can be rewritten as

��

�z
= −j

1
2kn0

�2�− jk�n− n0��� (7.5)

When n = n0, only the first term remains in the right-hand side of the above
equation. Therefore, it is known that the first term of Eq. (7.5) represents free-
space light propagation in the medium having refractive index n0. The second
term of Eq. (7.5) represents the guiding function or influence of the region
having the refractive index n�x� y� z�. Both terms of Eq. (7.5) affect the light
propagation simultaneously. However, in the BPM analysis, we assume that
two terms can be separated and that each term affects the light propagation
separately and alternately in the axially small distance h [2, 3]. This assumption
is schematically illustrated for the tapered waveguide in Fig. 7.1. Figure 7.1(a)
shows light propagation in the actual tapered waveguide over the small distance
h, and Fig. 7.1(b) represents the separation of free-space propagation and the
waveguide effect in BPM analysis. In BPM analysis, the electric field ��x� z� is
first propagated in the free space over a distance of h/2. Then phase retardation
of the entire length h, which corresponds to the shaded area in Fig. 7.1(a),
is taken into account at the center of propagation. This electric field is again
propagated in the latter free space with distance h/2 to obtain ��x� z+ h�. The
Basic procedure of BPM is formulated over the small distance h so as to relate
the transmitted field ��x� z+h� to the initial field ��x� z�. Light propagation in
various kinds of waveguides can be analyzed by repeating this same procedure
many times.
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Figure 7.1 Schematic illustration of BPM analysis: (a) Light propagation in the taperd waveguide;
(b) separation of free-space propagation and the waveguide effect in BPM.

7.1.2. Pulse Propagation in Optical Fibers

The nonlinear Schrödinger equation [Eq. (5.32)], which governs the envelope
function of optical pulse A�z� t� under the Kerr effect nonlinearity and loss
(or gain) in the optical fibers, is expressed here again:

j

(
�A

�z
+	′ �A

�t
+
A

)
= −1

2
	′′ �

2A

�t2
+ 1

2
kn2�A�2A� (7.6)
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In order to investigate the progress of an optical pulse shape, we change the
fixed coordinate system to moving coordinate at the velocity �g = 1/	′:

{
A�z� t�=��z� �� (7.7a)

� = t−	′z� (7.7b)

Substituting Eq. (7.7) in Eq. (7.6), we obtain

��

�z
= j

1
2
	′′ �

2�

��2
−
�− j

1
2
kn2���2�� (7.8)

The first and second terms on the right-hand side of this equation represent light
propagation in a linear medium, and the third term represents the influence of
Kerr-effect nonlinearity. Similar to BPM wave propagation analysis, we assume
that light propagation in a linear medium and the influence of the nonlinear
optical effect can be separated in the pulse propagation analysis by BPM.

7.2. FFTBPM ANALYSIS OF OPTICAL WAVE
PROPAGATION

7.2.1. Formal Solution Using Operators

Here BPM analysis for the slab optical waveguide is described in order
to move understand easily the formulation of BPM. The Three-dimensional
waveguide can be treated after transforming the three-dimensional problem
into two-dimensional one by using the effective index method described in
Section 2.2.4. The Governing wave equation of BPM for two-dimensional wave-
guides is rewritten from Eq. (7.5) to

��

�z
= −j

1
2kn0

�2�−
�− jk
n�x� z�− n0��� (7.9)

where the loss or gain term −
� is added and

�2 = �2

�x2
� (7.10)

Let us represent the free-space propagation effect [the first term in Eq. (7.9)]
by operator A and the waveguiding effect [the second and third terms in Eq. (7.9)]
by operator B. Using operator representation, Eq. (7.9) is formally expressed by

��

�z
= �A + B��� (7.11)
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A = −j
1

2kn0

�2� (7.12a)

B = −
�x� z�− jk
n�x� z�− n0�� (7.12b)

If we assume that operator B has no z-dependence, Eq. (7.11) can be formally
integrated as

��x� z+h�= exp
h�A + B��� �x� z�� (7.13)

Here we refer to Barker–Hausdorff theorem for noncommutative operators â and
b̂, which is expressed as [4]

exp�â� exp�b̂�= exp
[

â + b̂ + 1

2

[
â� b̂

]
+ 1

12

[
â − b̂�

[
â� b̂

]]
+ · · ·

]
� (7.14)

where 
â� b̂�= âb̂ − b̂â. When we express â = hA and b̂ = hB and assume that
h is sufficiently small, we can ignore higher order term than O�h2�. Therefore,
we can approximate as

exp�hA +hB�� exp�hA� exp�hB�� (7.15)

Furthermore, it is known that accuracy of Eq. (7.15) can be improved to the
order of O�h3� by modifying it into

exp�hA +hB�= exp
(
hA
2

)
exp�hB� exp

(
hA
2

)
� (7.16)

Substituting Eq. (7.16) in Eq. (7.13), we obtain formal solution of Eq. (7.11):

��x� z+h�= exp
(
hA
2

)
exp�hB� exp

(
hA
2

)
��x� z�� (7.17)

This last equation says that the electric field ��x� z� is first propagated in the
free space (operator A) over a distance of h/2 and then the loss or gain and
phase retardation of the entire length h is taken into account at the center of
propagation (operator B). This electric field is again propagated in the latter free
space (operator A) with distance h/2 to obtain ��x� z+h�.

However, Eq. (7.17) is merely a formal solution and even more z-dependence
of B has been neglected. Therefore, we explain the physical meanings of opera-
tors A, B and Eq. (7.17) in the next section.
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7.2.2. Concrete Numerical Procedures Using Split-step
Fourier Algorithm

Let us first examine the meaning of operator A defined by Eq. (7.12a) and
expressed in (7.17). By definition, operator A represents light propagation in
free space having refractive index n0. The wave equation describing free-space
light propagation in the slab waveguide ��/�y= 0� is obtained from Eq. (7.1) as

�2�

�x2
+ �2�

�z2
+ k2n2

0�= 0� (7.18)

where � denotes free space propagating electric field to discriminate it from E.
We express the solution of the above wave equation in Fourier integral form as

��x� z�=
∫ �

−�
���� z� exp�j2��x�d�� (7.19)

where ���� z� is an amplitude of the plane wave having spatial frequency �. Sub-
stituting Eq. (7.19) in Eq. (7.18), we obtain the differential equation for ���� z�:

�2�

�z2
+	2���� z�= 0� (7.20)

where 	2 is given by

	2 = k2n2
0 − �2���2� (7.21)

When the electric field at z= z0 is known to be ��x� z0�, its spatial frequency
component ���� z0� is also given by

���� z0�=F
��x� z0��=
∫ �

−�
��x� z0� exp�−j2��x�dx� (7.22)

Here, the symbol F
 � represents the Fourier transform. Using Eq. (7.22) as the
initial condition, the solution of Eq. (7.20) is given by

���� z�=���� z0� exp
−j	�z− z0��� (7.23)

Substituting Eq. (7.23) in Eq. (7.19), we obtain the solution for the slab wave
equation (7.18):

��x� z�= F−1
���� z��=F−1 
���� z0� exp
−j	�z− z0���

= F−1 
F���x� z0�� exp
−j	�z− z0��� � (7.24)

In this equation, F−1
 � represents the inverse Fourier transform given by
Eq. (7.19). Equation (7.24) represents the formulation that relates the free-space
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propagated light ��x� z� over the distance of �z − z0� with the initial electric
field ��x� z0� at z= z0.

As shown in Eq. (7.2), the slowly varying envelope function ��x� z� and
the rapidly varying term exp�−jkn0z� in ��x� z� are expressed separately as
��x� z�=��x� z� exp�−jkn0z�.

Substituting this in Eq. (7.24), we obtain the expression for the envelope
function � at z= z0 +h/2:

�

(
x� z0 + h

2

)
exp

(
− jkn0h

2

)
=F−1

[
F���x� z0�� exp

(
− j	h

2

)]
� (7.25)

Introducing a new parameter, �	, which is defined by

�	=	− kn0 = [
k2n2

0 − �2���2
]1/2 − kn0 (7.26)

and replacing z0 with z, Eq. (7.25) can be rewritten as

�

(
x� z+ h

2

)
=F−1

[
exp

(
− j�	h

2

)
F���x� z��

]
� (7.27)

When we compare Eq. (7.27) with Eq. (7.17), the physical meaning of operator
A is described:

�

(
x� z+ h

2

)
= exp

(
hA
2

)
��x� z�=F−1

[
exp

(
− j�	h

2

)
F���x� z��

]
� (7.28)

Next we investigate the meaning of operator B. If operator A is ignored in
Eq. (7.11), the differential equation for operator B is expressed as

��

�z
= B�� (7.29)

Solution of this differential equation is given by

��x� z+h�=��x� z� exp
[∫ z+h

x
Bd�

]
� (7.30)

If an integration step h is small, the integration term is approximated as

∫ z+h

z
Bd�� h

2

B�z�+ B�z+h��� (7.31)

Therefore, operator B in (7.17) is expressed as

exp�hB�= exp
{
h

2

B�z�+ B�z+h��

}
� (7.32)
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Since operator B is a scalar quantity, as shown in Eq. (7.12b), Eq. (7.32) means
that the function of operator B is to add the loss (or gain) and phase retardation
terms given by Eq. (7.12b) into the electric field �.

When we recognize the meanings of operators A and B, the electric field
��x� z+h� in Eq. (7.17) is obtained as follows:

1. Free-space propagation in the first half-step h/2:

�

(
x� z+ h

2

)
= exp

(
hA
2

)
��x� z�

= F−1

[
exp

(
− j�	h

2

)
F���x� z��

]
� (7.33a)

2. Loss (or gain) and phase retardation of the entire step h:

�∗
(
x� z+ h

2

)
= exp�hB��

(
x� z+ h

2

)

= exp
{
h

2

B�z�+ B�z+h��

}
�

(
x� z+ h

2

)
� (7.33b)

3. Free-space propagation in the second half-step h/2:

��x� z+h�= exp
(
hA
2

)
�∗
(
x� z+ h

2

)

= F−1

[
exp

(
− j�	h

2

)
F

{
�∗
(
x� z+ h

2

)}]
� (7.33c)

7.3. FFTBPM ANALYSIS OF OPTICAL PULSE
PROPAGATION

When we represent the linear-space propagation effect [the first term in
Eq. (7.8)] by operator A and the loss (or gain) and nonlinear effect [the second
and third terms in Eq. (7.8)] by operator B, Eq. (7.8) is formally expressed as

��

�z
= �A + B��� (7.34)

A = j
1
2
	′′ �

2

��2
� (7.35a)

B = −
− j
1
2
kn2���2� (7.35b)
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Similar to the waveguide analysis described in the previous section, the formal
solution of Eq. (7.34) is obtained as

��z+h� ��= exp
(
hA
2

)
exp�hB� exp

(
hA
2

)
��z� ��� (7.36)

By definition, operator A represents light propagation in linear space. The wave
equation describing linear-space light propagation is obtained from Eq. (7.8):

��

�z
= j

1
2
	′′ �

2�

��2
� (7.37)

We express the solution of this wave equation in Fourier integral form:

��z� ��=
∫ �

−�
��z� f� exp�j2�f��df� (7.38)

where ��z� f� is a frequency spectral component. Substituting Eq. (7.38) in
Eq. (7.37), we obtain the differential equation for ��z� f�:

��

�z
= −j

	′′

2
�2�f�2��z� f�� (7.39)

When the pulse waveform at z = z0 is known to be ��z0� ��, its frequency
spectrum component ��z0� f� is also given by

��z0� f�=F
��z0� ���=
∫ �

−�
��z0� �� exp�−j2�f��d�� (7.40)

Using Eq. (7.40) as the initial condition, the solution of Eq. (7.39) is given by

��z� f�=��z0� f� exp
−j��z− z0��� (7.41)

where � is defined by

�= 	′′

2
�2�f�2� (7.42)

Substituting Eq. (7.42) in Eq. (7.38), we obtain the solution for Eq. (7.37):

��z� ��= F−1
��z� f��=F−1 
��z0� f� exp
−j��z− z0���

= F−1 
F���z0� ��� exp
−j��z− z0��� � (7.43)

Equation (7.43) represents the formulation that relates linear-space propagated
light ��z� �� over the distance of �z− z0� with the initial pulse waveform ��z0� ��
at z= z0.
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When the propagation distance in linear space is h/2, Eq. (7.43) is rewritten as

�

(
z+ h

2
� �

)
=F−1

[
exp

(
− j�h

2

)
F���z� ���

]
� (7.44)

where � and z0 are replaced with � and z. Comparing Eq. (7.36) with Eq. (7.44),
the physical meaning of operator A is described as

�

(
z+ h

2
� �

)
= exp

(
hA
2

)
��z� ��=F−1

[
exp

(
− j�h

2

)
F���z� ���

]
� (7.45)

Following the similar procedure for operator B in waveguide analysis, we see
that the physical meaning of operator B is expressed by

exp�hB�= exp
{
h

2

B�z�+ B�z+h��

}
� (7.46)

where B is given by Eq. (7.35b). However, the implementation of Eq. (7.46) is
not simple since B�z+h� is unknown at the mid-segment located at z+h/2. It is
necessary to follow an iterative procedure that is initiated by replacing B�z+h�
by with B�z�. Equation (7.46) is then used to estimate 0th-order approximation
��0��z + h� ��, which in turn is used to calculate the new value of B�z + h�.
Using this new value in Eq. (7.46), an improved approximation ��1��z+h� �� is
obtained. Although the iteration procedure is time-consuming, it can still reduce
the overall computing time if the step size h can be increased because of the
improved accuracy of the numerical algorithm. It is known that two iterations
are generally enough in practice [5].

When we recognize the meanings of operators A and B, the pulse envelope
��z+h� �� in Eq. (7.36) is obtained as follows:

1. Linear-space propagation in the first half step h/2:

�

(
z+ h

2
� �

)
= exp

(
hA
2

)
��z� ��

= F−1
exp�−j�h/2�F���z� ����� (7.47a)

2. Loss (or gain) and phase retardation of the entire step h:

�∗
(
z+ h

2
� �

)
= exp�hB��

(
z+ h

2
� �

)

= exp
{
h

2

B�z�+ B�z+h��

}
�

(
z+ h

2
� �

)
� (7.47b)
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3. Linear-space propagation in the second half step h/2:

��z+h� ��= exp
(
hA
2

)
�∗
(
z+ h

2
� �

)

= F−1

[
exp

(
− j�h

2

)
F

{
�∗
(
z+ h

2
� �

)}]
� (7.47c)

7.4. DISCRETE FOURIER TRANSFORM

It is necessary to translate Fourier transforms in Eqs. (7.33) and (7.47) into
discrete Fourier transforms [6] in order to calculate them numerically. Before
describing the discrete Fourier transform (DFT), the sampling theorem [7] that
is the basis of DFT will be explained.

Let us consider the electric field distribution ��x� shown in Fig. 7.2(a). We
assume that the spatial frequency spectrum ���� is restricted inside of the spatial
frequency range −W � ��W , as shown in Fig. 7.2(b); that is,

����= 0 ����>W�� (7.48)

Here W denotes the maximum spatial frequency. The Fourier integral to
obtain ��x� is then expressed by

��x�=
∫ �

−�
���� exp�j2��x�d�=

∫ W

−W
���� exp�j2��x�d�� (7.49)

Since spatial frequency components outside of ��� >W are not necessary, we
could freely assume the spatial frequency distributions in these regions. Here we

Figure 7.2 (a) Electric field distribution ��x� and (b) its spatial frequency spectrum ����.
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Figure 7.3 Spatial spectrum distribution �̃ ��� in which ���� inside of ��� � W is repeated
periodically, with period of 2W .

assume that the spatial spectrum distribution ���� inside of ����W is repeated
periodically, with the period of 2W as shown in Fig. 7.3. This periodically
repeated spectrum distribution is denoted by �̃ ���. Equation (7.49) is then
rewritten as

��x�=
∫ W

−W
�̃��� exp�j2��x�d�� (7.50)

The Periodical function �̃ ��� is expressed by using the Fourier series:

�̃ ���= 1
2W

�∑

n=−�
an exp

(
−j2��

n

2W

)
� (7.51)

where expansion coefficient an is given by

an =
∫ W

−W
�̃��� exp

(
j2��

n

2W

)
d�� (7.52)

Since �̃ ���=���� inside the region of ����W�an is expressed as

an =
∫ W

−W
���� exp

(
j2��

n

2W

)
d�� (7.53)

When we compare Eq. (7.53) with the rightmost term of Eq. (7.49), we see the
equality

an = �
( n

2W

)
≡��n�x�� (7.54a)

�x = 1
2W

� (7.54b)
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Substituting Eq. (7.51) into Eq. (7.50) and denoting an =��n�x�≡�n���x� is
given by

��x�=
∫ W

−W
�̃��� exp�j2��x�d�= 1

2W

�∑

n=−�
�n

∫ W

−W
exp

[
j��2Wx− n�

�

W

]
d�

=
�∑

n=−�
�n

sin
��2Wx− n��

��2Wx− n�
� (7.55)

The Function sin
��2Wx − n��/��2Wx − n� is called sampling function. It is
unity only at the sampling point x=n/2W and becomes zero at other sampling
points x �= n/2W . It is therefore evident that ��x�, which is approximated by
Eq. (7.55), passes through �n at each sampling point. There seems to be plenty
of curves that pass through �n. However, the curve that is arbitrarily drawn to
pass through �n normally contains the higher-spatial-frequency component of
�> �W �. Therefore, �n is uniquely determined under the condition of �� �W �.

Equation (7.55) is an equation that gives continuous waveforms using discrete
data on x-axis sampled at every 1/2W intervals. It is seen that when waveform
��x�, whose frequency spectrum is restricted below W , is sampled with the
interval �x�� 1/2W�, the series of sampled data ���n�x�� (Figure 7.4) has
sufficient information to reconstruct the original continuous waveform ��x�.
This is called sampling theorem.

Based on the sampling theorem, the discrete Fourier transform is described.
We assume that the electric field distribution ��x� is confined inside of 0�x�D,
as shown in Fig. 7.5, in addition and that its spatial frequency is restricted within
�� �W �. Here, we consider the electric field profile �̃�x�, which is obtained by
the repetition of ��x�, as shown in Fig. 7.6. Following procedures similar to
Eqs. (7.49)–(7.53), we obtain

�̃�x�= 1

D

�∑

�=−�
b� exp

(
j2�x

�

D

)
� (7.56)

Figure 7.4 Series of sampled data ���n�x�� that is sampled with the interval of �x= 1/2W .
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Figure 7.5 Electric field distribution ��x� that is confined inside of 0� x�D.

Figure 7.6 Electric field profile that is obtained by the repetition of ��x� inside of 0� x�D.

b� =
∫ D

0
�̃�x� exp

(
−j2�x

�

D

)
dx

=
∫ D

0
��x� exp

(
−j2�x

�

D

)
dx� (7.57)

When we compare Eq. (7.57) with the Fourier transform

����=
∫ �

−�
��x� exp�−j2��x�dx=

∫ D

0
��x� exp�−j2��x�dx� (7.58)

we see the equality

b� =�

(
�

D

)
≡������� (7.59a)

��= 1
D
� (7.59b)



Discrete Fourier Transform 343

Figure 7.7 Series of sampled data �������� that is sampled with the interval of ��= 1/D.

Therefore, it is seen that when the spatial frequency distribution ����, whose
corresponding electric field is restricted within 0 � x�D, is sampled with the
interval ���� 1/D�, the series of sampled data �������� (Figure 7.7) has
sufficient information to reconstruct the original continuous frequency distribu-
tion ����.

If the total number of sampling points is N for both the electric field distri-
bution ��x� and the spatial frequency spectra ����, they are approximated as

��x�=
N−1∑

n=0

�n��x− n�x� ·�x� (7.60)

����=
N/2−1∑

�=−N/2

���������− ���� ·��� (7.61)

where �x=D/N and ��=2W/N . �x and �� are already given by Eqs. (7.54b)
and (7.59b) as �x = 1/2W and �� = 1/D. Therefore, it is known that total
number of sampling points is related to W and D by

N = 2WD� (7.62)

Substituting Eq. (7.60) in Eq. (7.58), we obtain the relationship between series
of line spectra �������� and the series of sampled electric field ��n�:

������=
∫ D

0
��x� exp�−j2�x����dx

=
N−1∑

n=0

�n ·�x
∫ D

0
��x− n�x�× exp�−j2�x����dx
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=
N−1∑

n=0

�n ·�x exp
(

−j2�
�n

N

)

= D

N

N−1∑

n=0

�n exp
(

−j2�
�n

N

)(
�= −N

2
− N

2
− 1

)
� (7.63)

Here we used �x ·��=1/N . Next, the relationship between ��n� and ��������
is obtained by substituting Eq. (7.61) in Eq. (7.53):

�n =
∫ W

−W
���� exp�j2��n�x�d�

=
N/2−1∑

�=−N/2

������ ·��
∫ W

−W
���− ����× exp�j2��n�x�d�

=
N/2−1∑

�=−N/2

������ ·�� exp
(
j2�

�n

N

)

= 1
D

N/2−1∑

�=−N/2

������ exp
(
j2�

�n

N

)
�n= 0 −N − 1�� (7.64)

Equations (7.63) and (7.64) are equations of the forward and inverse Fourier
transform. The range of parameter ��=−N/2−N/2−1� in Eq. (7.63) is different
from that of n�=0 −N −1� in Eq. (7.64). If the ranges of both � and n are same,
it is much more convenient for computer programming. Here, a new parameter,
�′, is introduced for � when it is in the range of �= −N/2 ∼ −1; that is a

�′ = �+N

(
�′ = N

2
−N − 1

)
� (7.65)

Equations (7.63) and (7.64) are then rewritten to

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

������= D

N

N−1∑

n=0

�n exp
(

−j2�
�n

N

) (
�= 0 − N

2
− 1

)
(7.66a)

�
��′ −N����= D

N

N−1∑

n=0

�n exp
(

−j2�
�′n
N

) (
�′ = N

2
−N − 1

)
(7.66b)

�n = 1
D

N/2−1∑

�=0

������ exp
(
j2�

�n

N

)
+ 1

D

N−1∑

�′=N/2

�
��′ −N���� exp
(
j 2�

�′n
N

)
�

(7.67)



Discrete Fourier Transform 345

When we replace �′ by � in Eqs. (7.66b) and (7.67) and define �� as

�� =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

√
N

D
������

(
�= 0 − N

2
− 1

)
(7.68a)

√
N

D
�
��−N����

(
�= N

2
−N − 1

)
� (7.68b)

the forward and inverse discrete Fourier transforms (IDFT) are expressed by

�� = DFT��n�= 1√
N

N−1∑

n=0
�n exp

(−j2� �n
N

)
��= 0 −N − 1� (7.69)

�n = IDFT����= 1√
N

N−1∑

�=0
�� exp

(
j2� �n

N

)
�n= 0 −N − 1�� (7.70)

We should note here that the negative spectral component in Fig. 7.7 is transposed
into spectral region higher than W , as shown in Fig. 7.8, since we introduced
a parameter transformation in Eq. (7.68b). Equations (7.69) and (7.70) are
counterparts of the continuous forward and inverse Fourier transforms

����=F���=
∫ �

−�
��x� exp�−j2��x�dx� (7.71)

��x�=F−1���=
∫ �

−�
���� exp�j2��x�d�� (7.72)

Figures 7.9 and 7.10 show the relationships between the electric field dis-
tribution and its spatial frequency spectra for continuous and discrete Fourier
transforms, respectively.

Figure 7.8 New line spectrum series ���� defined by Eq. (7.68).
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Figure 7.9 Relationships between the electric field distribution and its spatial frequency spectra
for the continuous Fourier transform.

Figure 7.10 Relationships between the electric field distribution and its spatial frequency spectra
for the discrete Fourier transform.

7.5. FAST FOURIER TRANSFORM

Using the formulation of forward and inverse discrete Fourier transforms
of Eqs. (7.69) and (7.70), we can numerically calculate the forward and
inverse Fourier transforms for arbitrary functions. However, the calculation time
becomes enormously long when the number of divisions N becomes large.

Cooley and Turkey developed an efficient algorithm to reduce computational
time of the DFT remarkably in which the periodicities of the exponential terms
are ingeniously utilized [8]. This is called the fast Fourier transform (FFT) [6, 8].
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The forward and inverse DFTs in Eqs. (7.69) and (7.70) are mathematically
identical, since the difference is only in the sign of the exponential terms.
Therefore, we describe the formulation of the FFT by using forward DFT. To
begin with, Eq. (7.69) is rewritten as

F� =
N−1∑

n=0

fnG
�n ��= 0 −N − 1�� (7.73)

where fn =�n/
√
N�F� =��, and G is defined by

G= exp
(

− j2�
N

)
� (7.74)

The matrix representation of Eq. (7.73) for N = 23 = 8 becomes

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

F0

F1

F2

F3

F4

F5

F6

F7

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

=

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

1 1 1 1 1 1 1 1
1 G G2 G3 G4 G5 G6 G7

1 G2 G4 G6 G8 G10 G12 G14

1 G3 G6 G9 G12 G15 G18 G21

1 G4 G8 G12 G16 G20 G24 G28

1 G5 G10 G15 G20 G25 G30 G35

1 G6 G12 G18 G24 G30 G36 G42

1 G7 G14 G21 G28 G35 G42 G49

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

f0

f1

f2

f3

f4

f5

f6

f7

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

(7.75)

G�n ranges from G0 to G49 in this equation. However, if we notice the periodicity
of G�n, Eq. (7.73) or (7.75) can be simplified. We separate N sampled values
from f0 to fN−1 into two groups, with n= 0 − �N/2 − 1� and n=N/2 − �N − 1�.
Then Eq. (7.73) is expressed by

F� =
N/2−1∑

n=0

fnG
�n +

N−1∑

n=N/2

fnG
�n� (7.76)

The second term of this equation can be rewritten as

N−1∑

n=N/2

fnG
�n =

N/2−1∑

n=0

fn+N/2G
��n+N/2� =

N/2−1∑

n=0

fn+N/2G
�nG�N/2� (7.77)

From Eq. (7.74), G�N/2 is obtained by

G�N/2 = exp
(

−j
2��
N

N

2

)
= exp�−j���= �−1��� (7.78)
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Then Eq. (7.76) is expressed by

F� =
N/2−1∑

n=0


fn + �−1��fn+N/2�G
�n� (7.79)

The matrix representation of Eq. (7.79) for N = 8 is:
⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

F0

F2

F4

F6

F1

F3

F5

F7

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

=

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

1 1 1 1 0 0 0 0
1 G2 G4 G6 0 0 0 0
1 G4 G8 G12 0 0 0 0
1 G6 G12 G18 0 0 0 0
0 0 0 0 1 G G2 G3

0 0 0 0 1 G3 G6 G9

0 0 0 0 1 G5 G10 G15

0 0 0 0 1 G7 G14 G21

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

f0 + f4

f1 + f5

f2 + f6

f3 + f7

f0 − f4

f1 − f5

f2 − f6

f3 − f7

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

(7.80)

Equation (7.80) shows that the 8 × 8 matrix operation is reduced into two sets of
4×4 matrix operations. The matrix operation of Eq. (7.80) can be further reduced
into 2 × 2 matrix operations in the same way as can Eq. (7.79). Such reductions
of matrix operations are systematically formulated in the FFT algorithm [6, 9].

7.6. FORMULATION OF NUMERICAL PROCEDURES
USING DISCRETE FOURIER TRANSFORM

Here we rewrite BPM formulations for waveguide analysis [Eq. (7.33)] and
pulse propagation analysis [Eq. (7.47)] into those that use the discrete Fourier
transform in order to utilize FFT subroutine. We should note here that the
negative spectral component in the frequency domain is transposed into the
spectral region higher than half of the spectral window, as shown in Fig. 7.10(b).

BPM procedures for the waveguide analysis described in Eq. (7.33) are
rewritten in the discretized form as:

1. Free space propagation in the first half-step h/2:

��m�x� z+h/2�= exp�hA/2���m�x� z�

= IDFT
exp�−j�	�h/2�DFT���m�x� z���

×�m= 0 −N − 1� (7.81a)

2. Loss (or gain) and phase retardation of entire step h:

�∗�m�x� z+h/2�= exp�hB���m�x� z+h/2�

= exp
{
h

2

B�z�+ B�z+h��

}
��m�x� z+h/2�

×�m= 0 −N − 1� (7.81b)
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3. Free-space propagation in the second half-step h/2:

��m�x� z+h�= exp�hA/2��∗�m�x� z+h/2�

= IDFT
exp�−j�	�h/2�DFT��∗�m�x� z+h/2���

�m= 0 −N − 1� (7.81c)

Here, �	� and B are given by

�	� =
⎧
⎨

⎩

[
k2n2

0 − �2�����2
]1/2 − kn0 ��= 0 −N/2 − 1�

{
k2n2

0 − 
2���−N����2
}1/2 − kn0 ��=N/2 −N − 1�

(7.82)

B = −
�m�x� z�− jk
n�m�x� z�− n0� �m= 0 −N − 1� (7.83)

BPM procedures for the pulse propagation analysis described in Eq. (7.47)
are rewritten in the discretized form as:

1. Linear-space propagation in the first half-step h/2:

��z+h/2�m���= exp�hA/2���z�m���

= IDFT
exp�−j��h/2�DFT���z�m�����

�m= 0 −N − 1� (7.84a)

2. Loss (or gain) and phase retardation of entire step h:

�∗�z+h/2�m���= exp�hB���z+h/2�m���

= exp
{
h

2

B�z�+ B�z+h��

}
��z+h/z�m���

�m= 0 −N − 1� (7.84b)

3. Linear-space propagation in the second half-step h/2:

��z+h�m���= exp�hA/2��∗�z+h/2�m���

= IDFT
exp�−j��h/2�DFT��∗�z+h/2�m�����

�m= 0 −N − 1�� (7.84c)
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Here, �� =T/N = 1/2W , where T and W denote time window and the max-
imum frequency of temporal pulse, respectively. When we denote the frequency
step �f = 2W/N = 1/T��� and B are given by

�� =

⎧
⎪⎪⎨

⎪⎪⎩

	′′

2
�2���f�2 ��= 0 −N/2 − 1�

	′′

2

2���−N��f�2 ��=N/2 −N − 1�

(7.85)

B = −
�z�m���− j
1
2
kn2���z�m����2 �m= 0 −N − 1�� (7.86)

Since terms inside of square root in Eq. (7.82) should be positive, we have the
following relations for integer variable �:

kn0 � 2�
�

D
��= 0 −N/2 − 1�

and

kn0 � 2�
�N − ��

D
��=N/2 −N − 1��

The range of variable � is then determined from the above equations as

��

[
n0D

�

]
≡ �max �� = 0 −N/2 − 1� (7.87a)

N − ��

[
n0D

�

]
�� =N/2 −N − 1�� (7.87b)

where [ ] denotes Gauss’ sign. If �max is smaller than N/2, allowable range for
� is given by

�= 0 − �max (7.88a)

and

�=N − �max −N − 1� (7.88b)

Frequency spectrum component in the parameter range of � = �max + 1 −N −
�max − 1 should be set to �� = 0.

7.7. APPLICATIONS OF FFTBPM

Applications of BPM based on FFT to optical pulse propagation have been
shown in Figs. 5.6, 5.7 and 5.9 in Section 5.3. Therefore, we will explain here
applications of BPM to optical waveguide problems.
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Figure 7.11 S-shaped bent waveguide without offset.

First of all, we explain the BPM investigation to reduce propagation loss in
S-shaped bent (S-bend) waveguides [10]. The S-shaped bent waveguide connects
two parallel waveguides separated by the distance Sb, as shown in Fig. 7.11.
S-bend waveguides are important as input/output waveguides for directional
couplers and as waveguide path transformers in various circuits. There are
basically two kinds of S-bend waveguides: the S-bend waveguide consisting of
a fixed radius of curvature R, as shown in Fig. 7.11, and S-bend waveguide with
the functional shape of y = az+ b sin�cz� in which radius of curvature varies
continuously. Here we treat the former fixed-R S-bends.

Figure 7.12 shows BPM simulation of the light propagation at �=1�55�m in
S-bend waveguide shown in Fig. 7.11. The parameters of the S-bend waveguide
are as follows: core width 2a = 8�m, core thickness 2d = 8�m, refractive-
index difference � = 0�3%, radius of curvature R = 10 mm� and waveguide
separation Sb =25�m, respectively. Here, three-dimensional waveguide problem
is transformed into two-dimensional one by using an effective-index method.
Lefthand-side figure of Fig. 7.12 shows light intensity waveforms and righthand-
side figure shows contour plots of intensity.

In Fig. 7.12 and figures of the following BPM analyses, we should note that
the propagation length along z-axis direction is much longer than the horizontal
x-axis window size. The width of the BPM analysis in the x-axis direction in
Fig. 7.12 is D = 102�4�m and number of division is N = 512��x = D/N =
0�2�m�. The calculation step along the z-axis direction is h=0�5�m. Figure 7.12
shows that light cannot negotiate the curved waveguide and is radiated into
cladding when bend is steep. The bend-induced radiation loss in Fig. 7.12 is
about 1.45 dB. The straightforward method to reduce bend-induced loss is to
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Figure 7.12 BPM simulation of the light propagation in an S-bend waveguide consisting of a
fixed radius of curvature without offset.

increase the refractive-index difference � of the waveguide and to confine the
optical field tightly inside the core.

However, there is another possible way to reduce bending loss without increas-
ing �, that is, to introduce waveguide offset, as shown in Fig. 7.13 [11]. The
waveguide offset is introduced at the interface between the straight and bent waveg-
uides or at interface between the two oppositely bent waveguides (Fig. 7.13). In
the bent waveguide, the light field is pressed slightly to the outer core–cladding
interface and is somewhat deformed from its original profile. The waveguide is
usually shifted to the inward direction by the offset. Then the waveguide off-
set compensates for the field deformation and thus alleviates the bend-induced
radiation loss. Figure 7.14 shows a BPM simulation of the light propagation



Applications of FFTBPM 353

Figure 7.13 S-shaped bent waveguide with a waveguide offset.

Figure 7.14 BPM simulation of the light propagation in an S-bend waveguide having an offset of
Of = 1�4�m.
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in an S-bend waveguide having an offset of Of = 1�4�m. The wavelength of
light and the waveguide parameters of the S-bend are the same as in Fig. 7.12.
The radiation of the field into the cladding at the corner of the bends is clearly
reduced by the waveguide offset. The bend-induced radiation loss is reduced to
about 0.44 dB. The optimum amount of waveguide offset depends on the waveg-
uide parameters and on the radius of curvature. Therefore, numerical simulation
such as BPM is quite important to evaluate the proper waveguide offset.

Next, BPM analyses of several kinds of optical devices will be explained.
Figure 7.15 shows a schematic configuration of a single-mode Y-combiner.
It is known that when light is coupled to one of the two waveguides of the
Y-combiner, only half of the injected power can be extracted into the output
single-mode waveguide [12]. This is quantitatively explained as follows. When

Figure 7.15 Schematic configuration of a Y-combiner consisting of single-mode waveguides.
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light is coupled into one of the waveguides, even and odd modes are generated
at the combining region, where the waveguide is wider than the single-mode
waveguide (refer to Fig. 4.12). The electric field amplitude of each mode is about
1/

√
2. Beyond the combining region, the waveguide width gradually decreases

to that of the single-mode waveguide. Then, higher-order odd mode becomes
cut off and radiated into the cladding. Thus the transmitted light is only an even
mode, and about 3 dB light power is lost.

Figure 7.16 shows BPM analysis of single-mode Y-combiner when light is
coupled into one of the two waveguides. The parameters of the Y-combiner are
as follows: core width 2a = 8�m, core thickness 2d = 8�m, refractive-index

Figure 7.16 BPM analysis of single-mode Y-combiner when light is coupled into one of the two
waveguides.
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difference �= 0�3%, separation of the two waveguides 25�m, branching angle
at the combining region �B = 1�2�, and output waveguide length = 1 mm. The
light beam undulation in the combining region of Fig. 7.16 is considered to
be due to the interference effect between even, odd and radiation modes. The
transmitted eigen-mode light power in the output waveguide of Fig. 7.16 is
0.488367 (3.1 dB loss). It is confirmed by the BPM numerical simulation that
there is about 3-dB excess loss in the single-mode Y-combiners.

Figure 7.17 shows a Y-branch type optical intensity modulator [13]. The
hatched region in Fig. 7.17 is a switching part in which the phase retardation of
the light (actually a refractive index of the waveguide) is varied. The parameters
of Y-branch type of modulator are as follows: core width 2a = 8�m, core
thickness 2d = 8�m, refractive-index difference � = 0�3%, separation of two
waveguides = 25�m and branching angle at the combining region �B = 1�2�.

Figure 7.17 Y-branch type of optical intensity modulator.
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When the refractive index of the switching region is not varied, the two light
beams are combined with the same phase retardation (in phase) at Y-combiner.
Therefore, almost 100% light transmission is achieved in the output waveguide,
as shown in Fig. 7.18. In contrast, when refractive index of the switching region
is varied by �n, the relative phase retardation between the two arms becomes
� = �	 · L, where L denotes the length of switching region. If relative phase
retardation satisfies

�	 ·L= 2�
�

�neff ·L=�� (7.89)

Figure 7.18 Intensity waveforms and contour plots of light propagation in a Y-branch type of
modulator when the refractive index of the switching part is not varied.
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Figure 7.19 Intensity waveforms and contour plots of light propagation in a Y-branch type of
modulator when the refractive index of the switching part is varied to generate �·phase shift.

then the two light beams are combined with an out-of-phase condition at the
Y-combiner. Here, �neff is a variation of effective index.

Figure 7.19 shows intensity waveforms and contour plots of light propagation
when the refractive index of the switching part is varied to generate � · phase
phase shift. When two light beams are combined out of phase, the electric field
distribution becomes a higher-order mode, as shown in Fig. 2.7(b). Since a
higher-order mode cannot propagate in a single-mode waveguide, it is radiated
into the cladding, as shown in Fig. 7.19. Therefore, light transmittance at the
switching condition of Eq. (7.89) becomes almost zero. The Y-branch type of
modulator acts as an on–off type of optical switch or as an optical intensity
modulator.
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Figure 7.20 Mach–Zehnder type of optical switch. The hatched region is the switching region.

Figure 7.20 shows a schematic configuration of the Mach–Zehnder (MZ) type
of optical switch [14]. The operational principle of Mach–Zehnder switch has
been explained analytically in Section 4.5.1. Here, the transmission characteris-
tics of the MZ switch will be analyzed numerically by BPM. The parameters of
the MZ switch are as follows: core width 2a= 8�m, core thickness 2d= 8�m,
refractive-index difference � = 0�3%, and separation of the two waveguides
= 25�m. The two directional couplers are 3-dB couplers. When the refractive
index of the switching region is not varied, the light beam exits from the cross-
port, as shown in Fig. 7.21. This corresponds to the condition of �=�	 ·L=0 in
Eq. (4.150). In contrast, if the refractive index of the switching region is varied
such that Eq. (7.89) is satisfied, the light beam is switched into the through-port
as shown in Fig. 7.22. This corresponds to the condition of �= �	 ·L= � in
Eq. (4.150).
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Figure 7.21 Intensity waveforms and contour plots of light propagation in the MZ switch when
the refractive index of the switching region is not varied.

Finally, BPM analysis of an all-optical switch [15] will be described. In
this all-optical switch, the directional coupler consists of a Kerr medium whose
refractive index changes in proportion to the light intensity. A Schematic con-
figuration of an all-optical switch is shown in Fig. 7.23. The hatched region
indicates the Kerr medium; and the other region is a linear medium. The parame-
ters of the all-optical switch are as follows: core width 2a=8�m, core thickness
2d = 8�m, refractive-index difference � = 0�3%, and separation of the two
waveguides = 50�m. The gap of the waveguide edges in a 3-dB directional
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Figure 7.22 Intensity waveforms and contour plots of light propagation in the MZ switch when
the refractive index of the switching region is varied.

coupler is 3�m and the straight waveguide length of the coupler is 800�m.
We assume here semiconductor-doped glass as the Kerr medium [16]. The Kerr
coefficient is n2 = 2 × 10−14 m2/W.

Figure 7.24 shows the light propagation characteristics for 1 mW of input
power (light intensity of I = 1�9 × 107 W/m2). In this case, since the light
intensity is low, a nonlinear optical effect is not observed. Then, the directional-
coupler type of switch acts as a linear switch, and the light beam exits from
the cross-port as designed. In contrast, when the light intensity is increased,
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Figure 7.23 Schematic configuration of the all-optical switch. The hatched region consists of Kerr
medium.

the directional coupler becomes unbalanced, since the refractive index of the
waveguide into which the light is coupled increases. As shown in Eqs. (4.40)–
(4.41) and Fig. 4.4(b), the coupling efficiency to the cross-port decreases when
the refractive-index asymmetry between the two waveguides (refer to Eq. (4.20))
becomes large. Figure 7.25 shows the light propagation characteristics for 2.2 W
of input power (light intensity of I = 4�1 × 1010 W/m2). Since the directional
coupler becomes unbalanced, most of the light beam exits from the through-port.

In a directional coupler consisting of a Kerr medium, the light path is auto-
matically switched, depending on the light intensity itself, as shown in Figs. 7.24
and 7.25. This all-optical switch is expected to be applied as an optical lim-
iter and bistable optical switch [17, 18]. Waveguide material with a large Kerr
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Figure 7.24 Light propagation characteristics for 1 mW of input power. Since the light intensity
is low, a nonlinear optical effect is not observed.

coefficient is required to reduce the self-switching power of the all-optical switch.
We should note here that Figs. 7.24 and 7.25 are transmission characteristics
for cw (continuous wave) light. When a temporal optical pulse is injected into
an all-optical switch, the switch behaves as a linear directional coupler for the
weak-intensity part of the pulse. Therefore, the weak part of the pulse couples
to the cross-port of the coupler even when high-intensity light is injected to
the all-optical coupler. This causes crosstalk degradation of the device. Several
methods are proposed to solve such problems [19, 20].
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Figure 7.25 Light propagation characteristics for 2.2 W of input power.

7.8. FINITE DIFFERENCE METHOD ANALYSIS
OF PLANAR OPTICAL WAVEGUIDES

7.8.1. Derivation of Basic Equations

BPM analyses described in the previous sections are based on FFT and
are therefore called FFTBPM. Here we describe another BPM based on the
finite difference method (FDMBPM). Since FDMBPM does not rely on the
sampling theorem, it has a great advantage over FFTBPM which will be shown
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later in comparing the two BPMs. First, we consider lightwave propagation
in slab waveguides. The two-dimensional scalar wave equation is given, from
Eq. (7.5), by

��

�z
= −j

1
2kn0

�2�

dx2
−
�x� z��− j

k

2n0


n2�x� z�− n2
0��� (7.90)

Here, �2�/�z2 has been neglected by assuming ��2�/�z2� � 2kn0���/�z�. This
approximation is called a paraxial approximation or Fresnel approximation. In
Eq. (7.90), we do not approximate as �n2 −n2

0��2n0�n−n0�, which was adopted
in Eqs. (7.5) and (7.9). Generally, a differential equation of the form

��

�z
= A�x� z�

�2�

�x2
+ B�x� z�� (7.91)

can be approximated by the finite difference method as

��

�z
→ �m+1

i −�m
i

�z
� (7.92)

A�x� z�
�2�

�x2
→ 1

2
Am+1/2

i

{
�m

i−1 − 2�m
i +�m

i+1

��x�2
+ �m+1

i−1 − 2�m+1
i +�m+1

i+1

��x�2

}

� (7.93)

B�x� z��→ 1
2

Bm+1/2
i

(
�m+1

i +�m
i

)
� (7.94)

where �x and �z denote the calculation step in the x- and z-axis directions and
subscript i and superscript m are sampling points along x- and z-axis directions,
respectively. The numbers of divisions along the x- and z-axis directions are
N�i = 0 − N� and M�m = 0 − M�, respectively. Therefore, �m

i represents the
electric field amplitude at x=xi = i�x and z=zm =m�z. Comparing Eqs. (7.90)
and (7.91), we see that

A= −j
1

2kn0

� (7.95)

B = −
�x� z�− j
k

2n0


n2�x� z�− n2
0�� (7.96)

Substituting Eqs. (7.92) – (7.96) in Eq. (7.90), we obtain the following simulta-
neous equation:

−�m+1
i−1 + smi �

m+1
i −�m+1

i+1 =�m
i−1 + qm

i �
m
i +�m

i+1 ≡dm
i �i= 1 −N − 1�� (7.97)
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where

smi = 2 − k2��x�2
[
�n

m+1/2
i �2 − n2

0

]
+ j

4kn0��x�
2

�z
+ j2kn0��x�

2

m+1/2
i � (7.98)

qm
i = −2 + k2��x�2

[
�n

m+1/2
i �2 − n2

0

]
+ j

4kn0��x�
2

�z
− j2kn0��x�

2

m+1/2
i �

(7.99)

When the initial electric field distribution �m=0
i �i=0 –N� at the input position

�m= 0� is given, electric field profile �m
i at z= zm =m�z (m= 1–M) is succes-

sively calculated by using Eq. (7.97). It should be noted here that there are only
�N − 1� equations in Eq. (7.97) for �N + 1� unknown variables. Two boundary
equations are lacking, at x = 0 and x = N�x ≡ D. In stationary electric field
problems, the Dirichlet condition ��=0� or the Neumann condition ���/�x=0�
at the boundary is given. However, such boundary conditions are not sufficient
in lightwave propagation analyses, since we should treat the radiation fields that
penetrate away from the calculation window.

7.8.2. Transparent Boundary Conditions

In order to solve the preceding difficulty, the transparent boundary condition
(TBC) has been introduced to FDMBPM [21]. This treatment of the boundary
condition is described at the right-hand boundary, x =D. In the TBC method,
the electric field at the boundary is assumed to be expressed by the plane wave:

�=C exp�−j�x�� (7.100)

Here � and C are generally complex number. When we know the electric field
distribution �m

i at mth axial step, we assume that wavenumber � at the �m+1�th
axial step is given by

�m
N

�m
N−1

= exp�−j��x�� (7.101)

If the real part of � is positive, then the plane wave expressed by Eq. (7.100)
propagates toward the outside of the boundary. Then the right-hand boundary
value at the �m+ 1�th axial step is given by

�m+1
N =�m+1

N−1 exp�−j��x�� (7.102)

However, if the real part of � is negative, the plane wave of Eq. (7.100) propa-
gates toward the inside of the boundary. When we are dealing with a waveguiding
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structure that has no reflecting element, an inward-propagating wave should not
exist. Therefore, in such a case �r (real part of �) must be made positive:

�r � 0� (7.103)

The imaginary part of �, which is denoted by �i, is used as in any case. When
we define the � that is obtained by the foregoing procedures as

�right = �r + j�i� (7.104)

the boundary condition at the righthand-side boundary is given by

�m+1
N =�m+1

N−1 exp�−j�right�x�� (7.105)

The wavenumber of the outgoing plane wave at the left-hand boundary �left is
obtained in the similar manner. The boundary condition at the left-hand boundary
is then given by

�m+1
0 =�m+1

1 exp�−j�left�x�� (7.106)

Substituting Eqs. (7.105) and (7.106) into Eq. (7.97), we obtain �N − 1� simul-
taneous equations for �N − 1� unknown variables ��m+1

1 −�m+1
N−1� as

−ai�
m+1
i−1 + bi�

m+1
i − ci�

m+1
i+1 =dm

i �i= 1 −N − 1�� (7.107)

where

a1 = 0� b1 = sm1 − exp�−j�left�x�� c1 = 1 (7.108a)

ai = 1� bi = smi � ci = 1 �i= 2 −N − 2� (7.108b)

aN−1 = 1� bN−1 = smN−1 − exp�−j�right�x�� cN−1 = 0 (7.108c)

Equation (7.107) is expressed in the matrix form by

A�= D� (7.109)

where A is an �N − 1� × �N − 1� matrix whose elements are given by
Eqs. (7.108), � is a column vector of electric field �m+1

i , and D is a column
vector of dm

i . The solution of Eq. (7.109) is generally given by � = A−1D.
However, since Eq. (7.109) is a tridiagonal matrix, solution � can be obtained
via the recurrence formula without calculating the inverse matrix A−1.
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7.8.3. Solution of Tri-diagonal Equations

We first express the electric field �m+1
i in the recurrence form:

�m+1
i =
i�

m+1
i+1 +	i� (7.110)

When we set i → i − 1 in this relation, we have �m+1
i−1 = 
i−1�

m+1
i + 	i−1.

Substituting this �m+1
i−1 into Eq. (7.107), we obtain

−ai�
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m+1
i +	i−1�+ bi�

m+1
i − ci�

m+1
i+1 =dm

i �

�m+1
i is then expressed as

�m+1
i = ci

bi − ai
i−1

�m+1
i+1 + dm

i + ai	i−1

bi − ai
i−1

� (7.111)

Comparing Eqs. (7.110) and (7.111), we obtain the recurrence equations for 
i

and 	i:


i =
ci

bi − ai
i−1

�i= 1 −N − 1� (7.112a)

	i =
dm
i + ai	i−1

bi − ai
i−1

�i= 1 −N − 1�� (7.112b)

Since we know a1 = 0 and c1 = 1 for i= 1 from Eq. (7.108a), 
1 and 	1 are
given by


1 = c1

b1 − a1
0

= 1
b1

� (7.113a)

	1 = dm
1 + a1	0

b1 − a1
0

= dm
1

b1

� (7.113b)


2 − 
N−1 and 	2 − 	N−1 are then calculated successively from Eqs. (7.112)
and (7.113). Since we know cN−1 = 0 for i=N − 1 from Eq. (7.108c), 
N−1 is
given by


N−1 = cN−1

bN−1 − aN−1
N−2

= 0� (7.114)

Therefore, �m+1
N−1 is obtained from Eq. (7.110) as

�m+1
N−1 =	N−1� (7.115)
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Electric field �m+1
N−2 −�m+1

1 are then calculated by using the recurrence relation
of Eq. (7.110). The boundary values �m+1

0 and �m+1
N at x = 0 and x = D are

already given by Eqs. (7.105) and (7.106).
Figure 7.26(a) shows intensity waveforms and contour plots of Gaussian beam

propagation in the free space using FDMBPM. The analysis window and the
number of divisions are D= 260�m and N = 1024��x= 0�25�m� respectively.
The calculation step along the axial direction is �z = 2�m. It is confirmed
in Fig. 7.26(a) that light beam propagation is correctly analyzed even when it
coincides with the analysis window. In contrast, Fig. 7.26(b) shows intensity
waveforms and contour plots of Gaussian beam propagation in the free space
under the same condition as Fig. 7.26(a) by using FFTBPM. In FFTBPM, it is

Figure 7.26 Intensity waveforms and contour plots of Gaussian beam propagation in the free space
using (a) FDMBPM and (b) FFTBPM.
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Figure 7.26 (b)

the basic assumption that the electric field distribution in the analysis window
0�x�D is periodically repeated along x-axis direction (see Fig. 7.6). Therefore,
if light beam penetrates the analysis window in FFTBPM, a nonphysical wave
sometimes appears.

Several techniques have been devised to eliminate these nonphysical
waves [22]. These include techniques (1) to place the light absorption region
near the analysis boundaries and (2) to adopt a sufficiently wide analysis win-
dow so that light does not penetrate it within the axial calculation span. Since
the optimum shape and width of the absorption window are different for each
problem, the first technique is rather cumbersome and inefficient. In the second
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technique, a large number of divisions along the x-axis direction is required.
Therefore, computation time increases substantially.

In the FDMBPM method utilizing TBC, since analysis window can be placed
in the vicinitiy of the optical device under investigation, the number of divisions
N can be reduced.

7.9. FDMBPM ANALYSIS OF RECTANGULAR
WAVEGUIDES

In three-dimensional wave equation corresponding to Eq. (7.3) is given by

��

�z
= −j

1
2kn0

�2�−
�x� y� z��− j
k

2n0


n2�x� y� z�− n2
0��� (7.116)

As shown in the previous section, electric field at the grid point of x = i�x�
y= � �y and z=m�z is expressed by

��i�x� ��y�m�z�=�m
i��� (7.117)

Using the above notation of the field, Eq. (7.116) is approximated by the finite
difference form as
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where

A= j2kn0

�z
� (7.119)

B = −jkn0
�i� ��m+ 1/2�+ k2

2

[
n2�i� ��m+ 1/2�− n2

0

]
� (7.120)

Notice here that the definitions of A and B are different from those in Eqs. (7.95)
and (7.96). This finite difference equation (7.118) for the three-dimensional
problem is not a tri-diagonal equation as in the two-dimensional problems. There-
fore, generally an inverse matrix operation is required. However, the following
approximate solution method which is called alternating-direction implicit finite
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difference method (ADIFDM) [23] can greatly simplify the calculation proce-
dures of Eq. (7.118).

In ADIFDM, the calculation step �z along the z-direction is split into two
steps of �z/2. The intermediate electric field �

m+1/2
j�� �j = i− 1� i� and i+ 1� is

approximated as the average of �m
j�� and �m+1

j�� by

�
m+1/2
j�� = �m+1

j�� +�m
j��

2
�j = i− 1� i� and i+ 1�� (7.121)

By using this equation, Eq. (7.118) can be separated into two finite difference
equations:
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Equations (7.122) and (7.123) are further rewritten to
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The electric field distribution at the intermediate step z= �m+ 1/2��z is first
calculated by using Eq. (7.124). Substitution of the field at z= �m+ 1/2��z into
Eq. (7.125) then gives the field distribution at z= �m+ 1��z. Since Eqs. (7.124)
and (7.125) are tri-diagonal equations, the solutions of the problems are effi-
ciently obtained as shown in the previous section. Moreover, since the transparent
boundary condition is also applicable in ADIFDM, the analysis window can
be placed at the vicinity of the optical device under investigation, and thus
computational time can be reduced.

Figure 7.27 shows contour plots of Gaussian beam propagation in the free
space calculated by ADIFDM. The analysis windows and the number of divisions
along x- and y-axis directions are Dx =Dy = 100�m and Nx =Ny = 256��x=
�y = 0�39�m�, respectively. The calculation step along the z-axis direction
is �z = 2�m. It is confirmed that nonphysical reflection of the field by the
analysis window is eliminated by TBC. Figures 7.28(a) and (b) show contour
plots of beam propagation in a Mach–Zehnder optical switch for (a) the “off”
and (b) the “on” state having similar configuration as in Fig. 7.20. In two-
dimensional BPM calculation of Fig. 7.20, we used the effective index method to
transform the three-dimensional refractive-index structure into a two-dimensional
one. However, three-dimensional BPM analysis can be efficiently performed by
using ADIFDM.

In FDMBPM analysis, the paraxial approximation (or the Fresnel approxi-
mation) has been adopted, as shown in Eq. (7.90) or (7.116). Therefore, when
we analyze light beam propagation in a highly tilted waveguide from the z-axis
direction, calculation error becomes large. On the other hand, since paraxial
approximation has not been used in FFTBPM, as shown in Eq. (7.18), FFTBPM
can be applied to the beam propagation calculation in a highly-tilted waveguide
from z-axis direction. Several techniques to improve the accuracy of FDMBPM
have been proposed [24, 25], which make the mathematical formulation of
FDMBPM rather cumbersome. Both FFTBPM and FDMBPM have their own
merits and demerits. Therefore, it is necessary to consider which technique is
suitable for the waveguide analysis under investigation.
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Figure 7.27 Contour plots of Gaussian beam propagation in the free space calculated by ADIFDM.

7.10. FDMBPM ANALYSIS OF OPTICAL PULSE
PROPAGATION

Nonlinear Schrödinger equation [Eq. (7.8)] which governs the envelope func-
tion of optical pulse ��z� �� under Kerr effect nonlinearity and loss (or gain) in
the optical fibers is given here again:

��

�z
= j

1
2
	′′ �

2�

��2
−
�− j

1
2
kn2���2�� (7.130)

Generally, differential equation of the form

��

�z
=A�z�

�2�

��2
+B�z� ��� (7.131)
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Figure 7.28 Contour plots of beam propagation in a Mach–Zehnder optical switch having a similar
configuration to that in Fig. 7.20. The switch is “off” in (a) and “on” in (b).
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can be approximated by the finite difference method as

��

�z
→ �m+1

i −�m
i

�z
� (7.132)

A�z�
�2�

��2
→ 1

2
A

m+1/2
i

{
�m

i−1 − 2�m
i +�m

i+1

����2
+ �m+1

i−1 − 2�m+1
i +�m+1

i+1

����2

}

� (7.133)

B�z� ���→ 1
2
B

m+1/2
i

(
�m+1

i +�m
i

)
� (7.134)

where �z and �� denote the calculation steps in the z- and �-axis directions and
subscript i and superscript m are sampling points along the z- and �-axis direc-
tions, respectively. The numbers of divisions along the z- and �-axis directions are
N�i= 0 −N� andM�m= 0 −M�. Comparing Eqs. (7.130) and (7.131), we see that

A
m+1/2
i = j

2
	′′
�m+ 1/2��z�� (7.135)

B
m+1/2
i = −

�m+ 1/2��z�− j

kn2

2
��
�m+ 1/2��z� i����2� (7.136)

Substituting Eqs. (7.132)–(7.136) in Eq. (7.131), we obtain the following simul-
taneous equation:

−�m+1
i−1 + smi �

m+1
i −�m+1

i+1 =�m
i−1 + qm

i �
m
i +�m

i+1 ≡dm
i �i= 1 −N − 1��

(7.137)

where

smi = 2 + 2����2

�zA
m+1/2
i

− ����2B
m+1/2
i

A
m+1/2
i

� (7.138a)

qm
i = −2 + 2����2

�zA
m+1/2
i

+ ����2B
m+1/2
i

A
m+1/2
i

� (7.138b)

When the initial electric field distribution �0
i �i= 0 −N� at the input position

�m= 0� is given, the electric field profile �m
i at z= zm =m�z�m= 1 −M� is

successively calculated by using Eq. (7.137). It should be noted here that there are
only �N −1� equations in (7.137) for �N +1� unknown variables. Two boundary
equations are lacking at � = 0 and � = N���= T�. In stationary electric field
problems, the Dirichlet condition ��=0� or the Neumann condition ���/��=0�
at the boundary is given. However, such boundary conditions are not sufficient
in temporal pulse propagation analyses, since we should treat the radiation fields
that penetrate away from the calculation window. In order to solve this difficulty,
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the transparent boundary condition (TBC) is adopted in the FDMBPM analysis
of optical pulse propagation. The TBC procedure in temporal pulse analysis is
the same as described in Section 7.8.2. After some calculation, we obtain �N −1�
simultaneous equations for �N − 1� unknown variables ��m+1

1 −�m+1
N−1� as

−ai�
m+1
i−1 + bi�

m+1
i − ci�

m+1
i+1 =dm

i �i= 1 −N − 1�� (7.139)

where

a1 = 0� b1 = sm1 − exp�−j�left���� c1 = 1 (7.140a)

ai = 1� bi = smi � ci = 1 �i= 2 −N − 2� (7.140b)

aN−1 = 1� bN−1 = smN−1 − exp�−j�right���� cN−1 = 0� (7.140c)

Equation (7.139) is expressed in the matrix form by

Am+1/2�m+1 = Dm� (7.141)

where Am+1/2 is an �N − 1� × �N − 1� matrix whose elements are given by
Eqs. (7.140), �m+1 is a column vector of electric field �m+1

i and Dm is a
column vector of dm

i . The solution of (7.141) is generally given by �m+1 =

Am+1/2�−1Dm. However, since Eq. (7.141) is a tri-diagonal matrix, solution �m+1

can be obtained via the recurrence formula without calculating the inverse matrix

Am+1/2�−1 as described in Section 7.8.3.

Some of the matrix elements of Am+1/2 contains smi ’s as shown in Eqs. (7.139)
and (7.140). In order to calculate smi ’s, �m+1/2

i ’s should be known in advance as
defined by Eqs. (7.136) and (7.138a). Of course, it is generally impossible since
we only know up to �m

i ’s and �
m+1/2
i ’s are unknown values to be determined. In

such a case, leapfrog (LF) method is quite useful. When values of � are known
up to step m, these values are used to calculate the auxiliary values �

m+1/2
i by

shifting a step in Eq. (7.137) with a half step as

−�
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i−1 + s

m−1/2
i �
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i −�

m+1/2
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≡d
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where

s
m−1/2
i = 2 + 2����2

�zAm
i

− ����2Bm
i

Am
i

� (7.143a)

q
m−1/2
i = −2 + 2����2

�zAm
i

+ ����2Bm
i

Am
i

� (7.143b)

Then the values �m+1/2
i are utilized to calculate the nonlinear term in Eq. (7.138),

to perform the effective propagation step. In the first auxiliary step with m= 0,
the righthand term of Eq. (7.142) is replaced by �0

i , since leapfrog method cannot
be used.
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7.11. SEMI-VECTOR FDMBPM ANALYSIS
OF HIGH-INDEX CONTRAST WAVEGUIDES

Semi-vector wave equations for the extremely high-index contrast (EH-�)
waveguides [26–30] have been obtained in Section 6.6. Semi-vector wave equa-
tions based on the E-field formulation are expressed by

�

�x

[
1
n2

��n2Ex�

�x

]
+ �2Ex

�y2
+ �2Ex

�z2
+ k2n2Ex = 0� Quasi-TE Mode (7.144)

�2Ey
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+ �

�y

[
1
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��n2Ey�
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]
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�z2
+ k2n2Ey = 0� Quasi-TE Mode (7.145)

and wave equations based on the H-field formulation are given as

n2 �

�x

(
1
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�Hy

�x

)
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�y2
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�z2
+ n2 ��1/n
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�Hy

�z
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Quasi-TE Mode (7.146)
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(
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�Hx

�y

)
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�z2
+ n2 ��1/n
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�z

�Hx

�z
+ k2n2Hx = 0�

Quasi-TE Mode (7.147)

We assume that Et =�t�x� y� z� exp�−jknrefz� and Ht =�t�x� y� z� exp�−jknrefz�
where nref denotes a reference refractive index and the subscript t represents x
or y. Substitute these equations into Eqs. (7.144)–(7.147) and by making use of
the slowly varying envelope approximation, i.e.,
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we obtain the paraxial semi-vector BPM equations

j2knref

��x
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�x

[
1
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��n2�x�
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Quasi-TE Mode (7.150)
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Quasi-TE Mode (7.151)
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and

j2knref

��y

�z
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)
+ �2�y
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+
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Quasi-TE Mode (7.152)
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Quasi-TE Mode (7.153)

The terms knrefn
2��1/n2�/�z in Eqs. (7.152) and (7.153) have been retained in

order to keep the power conservation properties [31].
Equations (7.150)–(7.153) can be solved by using a finite difference method.

In the finite difference solutions, the continuous space is replaced by a discrete
lattice structure defined in the computational region. The fields at the lattice point
of x= i�x� y= ��y, and z=m�z are represented by their discrete expressions.
The differential operators in the E- and H-field formulations are also approxi-
mated by the finite difference. The discrete form of the differential operators in
the governing Eqs. (7.150)–(7.153) may be found in a straightforward way. At the
index discontinuities, although the normal electric fields are not continuous, the
displacement vectors n2�x and n2�y are continuous across the index interfaces
along the x- and y-axes, respectively. Therefore the central difference scheme
can be applied directly. In the following sections, Eqs. (7.150) and (7.153) will
be used in the derivation of the semi-vector FDMBPM equations for Quasi-TE
and Quasi-TM nodes, respectively.

7.11.1. Quasi-TE Modes

Rewriting �x to � in Eq. (7.150), semi-vector FDMBPM equation for Quasi-
TE mode is expressed by

j2knref
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�� (7.154)

where the loss or gain term −j2knref
�x� y� z�� is added for the generality.
Finite difference expressions for the operators in the above equation are found
to be as follows [32]:
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where

 mi�� = 2n2�i− 1� ��m�
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By substituting Eqs. (7.155)–(7.159) in Eq. (7.154), it is expressed by the finite
difference form as
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where

A= j2knref
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� (7.161)

B = −jkneff
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]
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Equation (7.160) is solved by using the alternating-direction implicit finite dif-
ference method (ADIFDM) which was described in Section 7.9.



Semi-Vector FDMBPM Analysis of High-Index Contrast Waveguides 381

7.11.2. Quasi-TM Modes

Similar to the previous Quasi-TE mode treatment, we rewrite �x to �
in Eq. (7.153), and semi-vector FDMBPM equation for Quasi-TM mode is
expressed by

j2knref

��

�z
= �2�

�x2
+ n2 �

�y

(
1
n2

��

�y

)

+
[
−j2knref
+ k2n2 − k2n2

ref − jknrefn
2 ��1/n

2�

�z

]
�� (7.163)

Finite difference expressions for the operators in the above equation are found
to be as follows:
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where

 mi�� = 2n2�i� ��m�
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The term n2��1/n2�/�z in Eq. (7.163) is approximated by [31]
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where
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By substituting Eqs. (7.164)–(7.170) in Eq. (7.163), it is expressed by the finite
difference form as
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where
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Equation (7.171) is solved by using the alternating-direction implicit finite dif-
ference method (ADIFDM) which was described in Section 7.9.

7.11.3. Polarization Splitter Using Silicon-on-Insulator
(SOI) Waveguide

The polarization dependent behavior of optical waveguides has two main
sources as described in Section 3.9; they are, geometrical birefringence and
stress-induced birefringence. It was shown that the geometrical birefringence
increases substantially in proportion to the refractive-index difference � (refer
to Fig. 3.33). In silicon-on-insulator (SOI) waveguides, the refractive-index dif-
ference becomes of the order of �= [1 − �n0/n1�

2
]
/2 = 0�41, where n1�= 3�48�

and n0�= 1�444� are refractive indices of silicon and silica glass at �= 1�55�m
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region, respectively. Then the polarization dependence becomes conspicuous in
SOI waveguides.

Semi-vector BPM analysis of the polarization splitter using SOI rib waveguide
is described in the following section. Figure 7.29 shows a cross-sectional geome-
try of the SOI rib directional coupler. Core width W and height H are both chosen
to be 1�m, while the slab height h= 0�45�m. After several runs of semi-vector
BPM simulations, it was confirmed that the almost perfect polarization splitting
is obtainable with a gap value of g=0�7�m. Since the refractive-index difference
between the core and cladding is very large, the calculation step �z was chosen
to be 0�001�m. Figure 7.30 is a schematic configuration of the polarization split-
ter, where Lst is the length of the single waveguide and Lcpl is the coupler length,

g

W W

Core: Si

Substrate: SiO2

Over cladding: SiO2

h

H

Figure 7.29 Cross-sectional geometry of the SOI rib directional coupler.

x

L st L cpl

Input

Figure 7.30 Schematic configuration of the polarization splitter. Lst : length of the single wave-
guide, Lcpl: coupler length.
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L cpl = 330 μm

L st = 20 μm

Input

(a)

Input

L st = 20 μm

L cpl = 330 μm

(b)

Figure 7.31 Semi-vector BPM simulation results of a coupler with g=0�7�m and Lcpl =330�m.
(a) Quasi-TE mode �Ex�. (b) Quasi-TM mode �Hx�.

respectively. Semi-vector BPM simulation results of a coupler with g = 0�7�m
and Lcpl =330�m are shown in Figure 7.31(a) and (b). Figs. 7.31(a) and (b) show
waveform transients of Quasi-TE mode �Ex� and Quasi-TM mode �Hx�, respec-
tively. Quasi-TE mode couples back and forth and exits at the original upper
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port. On the other hand, Quasi-TM mode couples only once and exits at the
lower port, thus enabling polarization beam splitting operation [33].

7.12. FINITE DIFFERENCE TIME DOMAIN (FDTD)
METHOD

The FDTD method is an approach that directly solves Maxwell’s equations by
a proper discretization of both time and space domains [34]. Maxwell’s equations
in a homogeneous and non-dispersive medium are written as

� × E = −�B
�t

� (7.174)

� × H = −�D
�t

+ J� (7.175)

Substituting the relation for the electric field E, magnetic field H, electric flux
density D, and magnetic flux density B as

B = �H� (7.176a)

D = "E� (7.176b)

J = #E� (7.176c)

into Eqs. (7.174) and (7.175), we obtain
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The above equations are expressed in the centered difference forms as
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Hn+ 1
2 − Hn− 1

2

�t
= − 1

�
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where t = �n − 1��t with �t representing the increment in time. Since the
centered difference points for the electric field E are taken at n− 1 and n�En−1/2

in (7.179) is approximated by

#En− 1
2 �# · En + En−1

2
� (7.181)
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Then (7.179) is reduced to

En − En−1

�t
= −#

"
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2
+ 1

"
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2 � (7.182)

Solving Eqs. (7.180) and (7.182), we obtain expressions for En and Hn+1/2 as
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2"

En−1 + �t/"

1 + #�t
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Hn+ 1
2 = Hn− 1

2 − �t

�
� × En� (7.184)

In order to solve the set of Eqs. (7.183) and (7.184), Yee introduced the leap-
frog schemes using the cubic cell as shown in Fig. 7.32. �x��y and �z are
the discretization increments along the x� y and z axis directions. The electric
and magnetic field components are located at the edges and on the surface of
the cell, respectively, and are half-step offset in both space and time domain.
The flow chart of FDTD analysis is shown in Fig. 7.33. Absorbing boundary
condition [35] will be described later in this section.

Derivation of the finite difference equation for En
x using Eq. (7.183) is first

described in detail. Applying Eq. (10.44) to Eq. (7.183), En
x is expressed by
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Figure 7.32 Yee’s unit cell.
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Set initial values for
all E and H components

t = 0
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Configuration of the medium
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Output

Figure 7.33 Flow chart of FDTD analysis.

Since Ex is located at �i + 1/2� j� k� as shown in Fig. 7.32, �Hn−1/2
z /�y and

�Hn−1/2
y /�z are evaluated at �i+ 1/2� j� k� as follows:
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Then Ex is expressed by

En
x

(
i+ 1

2
� j� k

)
=CEX

(
i+ 1

2
� j� k

)
En−1

x

(
i+ 1

2
� j� k

)
+CEXLY

(
i+ 1

2
� j� k

)

×
{
H

n− 1
2

z

(
i+ 1

2
� j + 1

2
� k

)
−H

n− 1
2

z

(
i+ 1

2
� j − 1

2
� k

)}

−CEXLZ

(
i+ 1

2
� j� k

){
H

n− 1
2

y

(
i+ 1

2
� j� k+ 1

2

)

−H
n− 1

2
y

(
i+ 1

2
� j� k− 1

2

)}

for i= 1 ∼Nx − 1� j = 2 ∼Ny − 1� k= 2 ∼Nz − 1� (7.187)
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In the similar manner, finite difference equations for Ey and Ez are obtained as
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Next, derivation of the finite difference equation for Hn+1/2
x using (7.184)

is described in detail. Applying Eq. (10.44) to Eq. (7.184), Hn+1/2
x is

expressed by
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Since Hn+1/2
x is located at �i� j + 1/2� k+ 1/2� as shown in Fig. 7.32, �En
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and �En
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Then Hn+1/2
x is expressed by
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In the similar manner, finite difference equations for Hn+1/2
y and Hn+1/2

z are
obtained as
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The time step size �t should satisfy the following Courant condition in order to
guarantee the numerical stability:
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where c is the speed of light.
At the edge of the calculation region, a proper absorbing boundary condition

(ABC) should be imposed to avoid undesirable (non-physical) reflections. The
most popular ABC in the FDTD analysis is the one developed by Mur [35].

Mur’s ABC will be described using one-way wave equation for Ey, which
travels in the −x direction as shown in Fig. 7.34. Absorbing boundary is placed
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Plane wave incident to the absorbing boundary

Absorbing boundary
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Ez Ez
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There should be no reflection
for tangential components

Figure 7.34 Geometry to explain Mur’s absorbing boundary condition (ABC).

at x= 0. Electric field Ey, which is traveling in the negative x direction with the
velocity Vx, is expressed by

Ey = Ey�x+Vxt�� (7.202a)

Vx = $

	x

� (7.202b)

where 	x is the propagation constant along x direction. Ey satisfies the following
relation
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This is an expression of the one-way wave equation. Since there is no physical
boundary at x = 0 (although there exists a boundary of computational region),
Eq. (7.203) should be satisfied at x = 0. When we discretize Eq. (7.203) with
respect to time, we obtain
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Equation (7.204) is expressed more precisely by

En
y

(
3
2
� j + 1

2
� k

)
−En−1

y

(
3
2
� j + 1

2
� k

)

�t

=Vx ·
E

n− 1
2

y

(
2� j + 1

2
� k

)
−E

n− 1
2

y

(
1� j + 1

2
� k

)

�x
� (7.205)



394 Beam Propagation Method

Since Ey is evaluated at �i� j+1/2� k� as shown in Fig. 7.32, En
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Similarly, because the centered difference point for the electric field E is taken
at n− 1 and n�En−1/2

y in (7.205) is approximated as
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Substituting Eqs. (7.206)–(7.207) to (7.205), we obtain
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The above equation is the Mur’s ABC for Ey at x= 0. ABC for Ez at x= 0 is
given by

En
z

(
1� j� k+ 1

2

)
= En−1

z

(
2� j� k+ 1

2

)
+ �Vx�t−�x�

�Vx�t+�x�

×
{
En

z

(
2� j� k+ 1

2

)
−En−1

z

(
1� j� k+ 1

2

)}

for j = 2 ∼Ny − 1� k= 2 ∼Nz − 2� (7.209)



References 395

ABCs for Ey and Ez at x = Dx = �Nx − 1��x are obtained in the similar
manner as
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and
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The Mur’s ABC annihilates a normally incident wave with high accuracy. How-
ever, for obliquely incident waves, large reflections can occur. Other boundary
operators have been introduced to annihilate waves at multiple angles [36, 37].
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Chapter 8

Staircase Concatenation
Method

For axially varying waveguides, the beam propagation method described in
the preceding chapter is the most powerful technique for investigating linear and
nonlinear lightwave propagation phenomena. In comparison with BPM, the stair-
case concatenation method is a classical technique that has been utilized for the
analysis of axially varying waveguides. As explained in Chapter 7, the step size
of numerical analysis in BPM is something between a fraction of the wavelength
and several times the wavelength. Therefore calculation time and rounding errors
will increase in the analysis of optical devices of several centimeters length. The
staircase concatenation method is suitable for the analysis of such long devices.
In this chapter, the basic concepts and procedures of the staircase concatenation
method are explained via the example of fused-taper fiber couplers.

8.1. STAIRCASE APPROXIMATION OF WAVEGUIDE
BOUNDARY

We will investigate here the transmission characteristics of the fused-taper
(fused and elongated) coupler [1, 2] shown in Fig. 8.1. The fused-taper coupler
is fabricated by first fusing the two parallel fibers with a burner or heater and
then elongating it. The total diameter of the minimum waist region reaches
about 20–30 �m from the original diameter of the two fibers. In this case, the
core diameter of each fiber becomes about 1 �m (one-tenth of the original core
diameter). Therefore, most of the light is not confined in the core region, and
it spreads to the entire cladding. Light confinement is then provided by the air

399
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Figure 8.1 Schematic configuration of a fused and elongated fiber coupler.

cladding. Since the refractive-index difference between the glass core and the air
cladding is about 25%, theoretically many modes can exist. However, if the taper
inclination is sufficiently low, higher-order modes can seldom be generated by
mode conversion. It has been confirmed that the insertion loss of the fabricated
fusion-type fiber coupler is of the order of 0.1 dB [3].

The first step of the analysis of the fused-taper coupler is the staircase approx-
imation of the smooth coupling region, as shown in Fig. 8.2. In each staircase-
approximated region, the cross-sectional geometrical structure is assumed to
be constant. Light coupling phenomena and propagation characteristics can be
analyzed by an analysis based on the interaction between even and odd modes,
as described in Section 4.4.3. The transmission function from a particular stair-
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Figure 8.2 Staircase approximation of the light coupling region (staircase approximation of cores
are not shown because they are too small).

case region to the consecutive one is given by the analytical formulation, which
will be shown next. Then, if we specify the initial condition of the electric
field distribution at a position relatively far from the coupling region, we can
calculate the light propagation phenomena in the entire coupler [4]. In each stair-
case region, the electric field distributions of even and odd modes are obtained
as follows: (1) the three-dimensional refractive-index profile of the coupler is
transformed into a two-dimensional one based on the effective index method and
(2) then it is analyzed by using the finite element method for slab waveguides
with arbitrary index profiles, as shown in Section 6.2. Numerical calculation
for two-dimensional analysis is much faster and more efficient than that for
three-dimensional analysis in terms of CPU time and memory size.

The taper shape of the fused-taper coupler shown in Fig. 8.1 is known to be
approximated by [5]

c�z� = c0 − �c0 − cmin� exp

[

−
(

z

z0

)2
]

� (8.1)

where c�z� is the outer diameter of the coupler defined in Fig. 8.3, z0 represents
a taper length, and c0 and cmin denote the initial and the minimum diameters,
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Figure 8.3 Cross-sectional configuration of the fused-taper coupler.

respectively. In Fig. 8.3, d�z� denotes a core center separation, and b1�z� and
b2�z� denote the cladding radii of each fiber. Parameters d�z�� b1�z�, and b2�z�
are assumed to have the same z-axis dependencies as those of c�z�. n1 and n2 are
the refractive indices of each core, and n0 and na denote the refractive indices
of the cladding and the surrounding medium (generally air). 2a1 and 2a2 are the
diameters of each core. In the present analysis, we assume the following typical
waveguide parameters:

2a1 = 2a2 = 8 �m�

�1 = �2 = 0�3%�

n0 = 1�45� na = 1�0�

2b1 = 125 �m�

Calculation of the mode coupling phenomena using the staircase approxima-
tion method starts at the position z=−zin, where coupling between the two cores
is negligible. Similarly, calculation is carried out up to the position z=zout, where
mutual coupling becomes negligible. In the following analysis, −zin and zout are
determined to be the position at which the mode coupling coefficient � becomes

�

k
≈ 10−8� (8.2)

The interval between z=−zin and zout is approximated by the staircase function
with N steps. Typically N is about 40–50. Here, we introduce two important
parameters:

	 = d

b1 + b2

� (8.3)
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 = cmin

c0

� (8.4)

where 	 represents a degree of fusion between the two fibers and 
 expresses
the elongation ratio. Since d�b1, and b2 are assumed to have the same
z-dependencies, 	 is constant at any axial position. The two fibers are in point
contact for 	 = 1, and 	 becomes smaller as the two fibers are fused tightly.

8.2. AMPLITUDES AND PHASES BETWEEN THE
CONNECTING INTERFACES

Figure 8.4 shows a cross-sectional view of the fused-taper coupler at axial
position z and its effective index distribution neff�x�. Even and odd modes in the
slab waveguide having the effective index profile neff�x� can be obtained by the
FEM analysis described in Section 6.2. The total electric field distribution at
the mth �m = 0 – N� staircase region is expressed by

Em�x� z� = Ae�m�e�m�x� exp�−j
e�m�z + zin��

+Ao�m�o�m�x� exp�−j
o�m�z + zin�� �m = 0 − N�� (8.5)

Here, Ae�m��e�m, and 
e�m are the amplitude, the eigen mode, and the prop-
agation constant of the even mode and Ao�m��o�m, and 
o�m are the amplitude,
the eigen mode, and the propagation constant of the odd mode, respectively.

Figure 8.4 Cross-sectional view of the fused coupler and its effective index profile.
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Generally speaking, higher-order modes and radiation modes should be taken
into account in Eq. (8.5). However, since the insertion loss of the practical fused-
taper fiber coupler is very small, we can assume that mode coupling occurs
predominantly only between even and odd modes. �e�m��o�m�
e�m, and 
o�m are
obtained by FEM for the refractive-index profile neff�x� at every step of the
staircase-approximated region. Therefore, if we determine the amplitudes Ae�m

and Ao�m for the even and odd modes in each step, we can evaluate the light
coupling phenomena in the entire coupling region.

Basically, the amplitude and phase-transmission coefficients from the initial
position of the mth step �z = zm� to that of the �m + 1�th step �z = zm+1�, as
shown in Fig. 8.5, should be calculated. The continuity conditions at z = zm+1

for the electromagnetic fields give the following relations:

Ae�m�e�m�x� exp�−j�′
e�m� + Ao�m�o�m�x� exp�−j�′

o�m�

+Be�m�e�m�x� exp�j�e�m� + Bo�m�o�m�x� exp�j�o�m�

= Ae�m+1�e�m+1�x� exp�−j�e�m+1� + Ao�m+1�o�m+1�x� exp�−j�o�m+1� (8.6)


e�mAe�m�e�m�x� exp�−j�′
e�m� + 
o�mAo�m�o�m�x� exp�−j�′

o�m�

−
e�mBe�m�e�m�x� exp�j�e�m� − 
o�mBo�m�o�m�x� exp�j�o�m�

= 
e�m+1Ae�m+1�e�m+1�x� exp�−j�e�m+1�

+
o�m+1Ao�m+1�o�m+1�x� exp�−j�o�m+1�� (8.7)

Figure 8.5 Amplitudes and phases between the two staircase-approximated regions.
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where

�e�m = 
e�m�zm + zin� (8.8a)

�o�m = 
o�m�zm + zin� (8.8b)

�′
e�m = 
e�m�zm+1 + zin� = �e�m + 
e�m�zm+1 − zm� (8.8c)

�′
o�m = 
o�m�zm+1 + zin� = �o�m + 
o�m�zm+1 − zm�� (8.8d)

B��m and ���m�� = e or o� are the amplitude and the phase of the reflected wave,
respectively. When we calculate the following integral:

∫ �

−�
�8�6 × 
e�m+1 − 8�7��∗

e�m+1�x�dx�

we obtain

Be�m exp�j�e�m� � 
e�m − 
e�m+1


e�m + 
e�m+1

Ae�m exp�−j�′
e�m�� (8.9)

Here we used the following orthogonality and normalization relations:


p�m

2��0

∫ �

−�
�p�m�x��∗

q�m�x�dx = �pq �p� q = e or o� (8.10a)

∫ �

−�
�p�m�x��∗

q�m+1�x�dx � 0 �p �= q�� (8.10b)

Equation (8.10b) is a good approximation as long as the change between the
two coupler diameters at z= zm+1 is sufficiently small. Similarly, the integral of
the form

∫ �

−�
�8�6 × 
o�m+1 − 8�7��∗

o�m+1�x�dx

gives

Bo�m exp�j�o�m� � 
o�m − 
o�m+1


o�m + 
o�m+1

Ao�m exp�−j�′
o�m�� (8.11)

where we used Eq. (8.10). Substituting Eqs. (8.9) and (8.11) into Eqs. (8.6)
and (8.7), we obtain

2
e�m


e�m + 
e�m+1

Ae�m�e�m�x� exp�−j�′
e�m�+ 2
o�m


o�m + 
o�m+1

Ao�m�o�m�x� exp�−j�′
o�m�

= Ae�m+1�e�m+1�x� exp�−j�e�m+1� + Ao�m+1�o�m+1�x� exp�−j�o�m+1� (8.12)
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2
e�m
e�m+1


e�m + 
e�m+1

Ae�m�e�m�x� exp�−j�′
e�m�

+ 2
o�m
o�m+1


o�m + 
o�m+1

Ao�m�o�m�x� exp�−j�′
o�m�

= 
e�m+1Ae�m+1�e�m+1�x� exp�−j�e�m+1�

+
o�m+1Ao�m+1�o�m+1�x� exp�−j�o�m+1�� (8.13)

When we further calculate the integral of the form
∫ �

−�
�8�12 × 
e�m + 8�13��∗

e�m+1�x�dx�

we obtain

Ae�m+1 exp�−j�e�m+1� = 2
e�m


e�m + 
e�m+1

Ae�m exp�−j�′
e�m�

∫ �
−� �e�m�∗

e�m+1dx
∫ �

−� ��e�m+1�2dx

+ 2
o�m


e�m + 
e�m+1


e�m + 
o�m+1


o�m + 
o�m+1

Ao�m exp�−j�′
o�m�

×
∫ �

−� �o�m�∗
e�m+1dx

∫ �
−� ��e�m+1�2dx

� (8.14)

In Eq. (8.14), the overlap integral between even and odd modes is rigorously
calculated without approximating it to be zero as is done in Eq. (8.10b). Similarly,
the integral of the form

∫ �

−�
�8�12 × 
o�m + 8�13��∗

o�m+1�x�dx

gives

Ao�m+1 exp�−j�o�m+1� = 2
e�m


e�m + 
e�m+1


o�m + 
e�m+1


o�m + 
o�m+1

Ae�m exp�−j�′
e�m�

×
∫ �

−� �e�m�∗
o�m+1dx

∫ �
−� ��o�m+1�2dx

+ 2
o�m


o�m + 
o�m+1

Ao�m exp�−j�′
o�m�

×
∫ �

−� �o�m�∗
o�m+1dx

∫ �
−� ��o�m+1�2dx

� (8.15)

Here we introduce a new parameter, c�m�
p�q , which is defined by

c�m�
p�q = 2

√

p�m
q�m+1


p�m + 
p�m+1


q�m + 
p�m+1


q�m + 
q�m+1

×
∫ �

−� �p�m�∗
q�m+1dx

�
∫ �

−� ��p�m�2dx
∫ �

−� ��q�m+1�2dx�1/2
�p� q = e or o�� (8.16)
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Then Eqs. (8.14) and (8.15) are expressed by

Ae�m+1 exp�−j�e�m+1� = c�m�
e�e Ae�m exp�−j�′

e�m� + c�m�
o�e Ao�m exp�−j�′

o�m�� (8.17)

Ao�m+1 exp�−j�o�m+1� = c�m�
e�o Ae�m exp�−j�′

e�m� + c�m�
o�o Ao�m exp�−j�′

o�m�� (8.18)

Since Ap�m and c�m�
p�q in the last two equations are real number, the phase values

�e�m+1 and �o�m+1 in the �m + 1�th step are given by

�e�m+1 = tan−1

[
c�m�

e�e Ae�m sin��′
e�m� + c�m�

o�e Ao�m sin��′
o�m�

c
�m�
e�e Ae�m cos��′

e�m� + c
�m�
o�e Ao�m cos��′

o�m�

]

� (8.19)

�o�m+1 = tan−1

[
c�m�

e�o Ae�m sin��′
e�m� + c�m�

o�o Ao�m sin��′
o�m�

c
�m�
e�o Ae�m cos��′

e�m� + c
�m�
o�o Ao�m cos��′

o�m�

]

� (8.20)

Amplitudes in the �m + 1�th step are then expressed by

Ae�m+1 = c�m�
e�e Ae�m cos��′

e�m − �e�m+1� + c�m�
o�e Ao�m cos��′

o�m − �e�m+1�� (8.21)

Ao�m+1 = c�m�
e�o Ae�m cos��′

e�m − �o�m+1� + c�m�
o�o Ao�m cos��′

o�m − �o�m+1�� (8.22)

Equations (8.19)–(8.22) give the relations of amplitudes and phases between
the two positions of z = zm and z = zm+1 in the staircase approximation method.
By successively repeating the calculation, we can investigate the light coupling
phenomena in the entire coupling region.

The initial amplitude and phase at z = zm=0 = −zin are expressed by

Ein�x� ≡ E0�x�−zin� = Ae�0�e�0�x� + Ao�0�o�0�x�� (8.23)

�e�0 = �o�0 = 0� (8.24)

where Ein�x� denotes the electric field profile at z = −zin. By applying the
orthogonality relation of Eq. (8.10) into the last two equations, Ae�0 and Ao�0 are
given by

Ae�0 =
∫ �

−�
Ein�x��∗

e�0�x�dx� (8.25a)

Ao�0 =
∫ �

−�
Ein�x��∗

o�0�x�dx� (8.25b)

The electric field distribution in the mth staircase region �zm ≤ z ≤ zm+1� is then
expressed, by using Eqs. (8.5), (8.8), and (8.25), as

Em�x� z� = Ae�m�e�m�x� exp�−j�
e�m�z − zm� + �e�m��

+Ao�m�o�m�x� exp�−j�
o�m�z − zm� + �o�m��� (8.26)
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In the following sections, light propagation phenomena in (a) the wavelength
division multiplexing (WDM) coupler and (b) the wavelength-flattened coupler
(WFC) will be described using the staircase approximation method.

8.3. WAVELENGTH DIVISION MULTIPLEXING
COUPLERS

In the symmetrical coupler that consists of two identical fibers, 100% light
transfer from the excited core to the other one is possible (refer to Section 4.2).
Here, we define the cumulative phase difference between even and odd modes as

� =
∫ z

−zin

�
e��� − 
o����d�� (8.27)

When we have a coupler structure that satisfies ��zout� = � for light with � =
1�3 �m and ��zout�= 2� for light with �= 1�55 �m simultaneously, it functions
as the WDM coupler [6]. Figure 8.6 shows the progress of electric field profiles
of even and odd modes when light is coupled into the left-hand core of a WDM
coupler with the parameters of 	 = 0�6� 
 = 0�34, and z0 = 22�25 mm. As shown
in Section 4.4.3, when light is coupled into only one of the two cores, we have
the relations as

Ein�x� = C · ��e�0�x� + �o�0�x��� (8.28)

Ae�0 = Ao�0 = C� (8.29)

It is confirmed that the even and odd modes are equally excited at the input
position. Since even and odd modes are always orthogonal to each other in
the symmetrical coupler, mode coupling does not take place and power transfer
between the two waveguides is brought about by the interference effect among
the even and odd modes. The cumulative phase difference in a WDM coupler
with 	 = 0�6� 
 = 0�34, and z0 = 22�25 mm is shown in Fig. 8.7. It is confirmed
that the WDM condition is satisfied for both the �=1�3 �m and the �=1�55 �m
wavelengths simultaneously. Light intensity waveforms and the wavelength-
dependent coupling ratio are shown in Figs. 8.8 and 8.9, respectively.

8.4. WAVELENGTH-FLATTENED COUPLERS

Figure 8.10 shows variations of even and odd modes in the asymmetrical cou-
pler consisting of 2b1 =125 �m� 2b2 =115 �m�b2/b1 =0�92��	=0�962� 
 = 0�1,
and z0 = 2�89 mm. It should be noted that the even and odd modes are localized
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Figure 8.6 Progress of electric field profiles of (a) even modes and (b) odd modes in the WDM
coupler.

Figure 8.7 Cumulative phase difference in the WDM coupler.
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Figure 8.8 Light intensity waveforms in the WDM coupler for (a) �=1�3 �m and (b) �=1�55 �m.

Figure 8.9 Wavelength dependency of the coupling ratio in the WDM coupler.
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Figure 8.10 (a) Even and (b) odd modes in the asymmetrical coupler.

in either one of the two cores in the asymmetrical coupler when two cores are
sufficiently apart from each other. Therefore, when light is coupled into the
left-hand core, only the even mode is excited. In order to obtain a 3-dB coupling
ratio in the asymmetrical coupler, proper mode coupling should take place from
the excited (even) mode to the other (odd) mode. Amplitude coefficients Ae�Ao

for even and odd modes and cumulative phase difference � in the asymmetrical
coupler consisting of b2/b1 = 0�92�	 = 0�962� 
 = 0�1� and z0 = 2�89 mm are
shown in Fig. 8.11. It is confirmed that the amplitude coefficients at the output
end are

Ae � Ao � 1√
2

(8.30)
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Figure 8.11 Amplitude coefficients Ae�Ao for even and odd modes and cummulative phase dif-
ference �.

for any wavelengths of � = 1�3 �m� � = 1�425 �m, and � = 1�55 �m, and thus
a wavelength-insensitive 3-dB coupling ratio is obtained. Figures 8.12 and 8.13
show the light intensity transients and wavelength dependencies of the coupling
ratios in the wavelength-flattened coupler [7, 8].

Next we will investigate the influences of several coupler parameters: (a) the
taper ratio 
, (b) the degree of fusion 	, and (c) the asymmetry of the outer diam-
eter b2/b1 on the coupling ratio of wavelength-flattened couplers. Figure 8.14
shows the influences of (a) the taper ratio 
, (b) the degree of fusion 	, and (c) the
asymmetry of the outer diameter b2/b1 on the coupling ratio of wavelength-
flattened couplers. In Fig. 8.14(a), taper length z0 is optimized for each 
 when
b2/b1 and 	 are fixed at b2/b1 = 0�92 and 	 = 0�962. Similarly, 
 and b2/b1

are fixed in Fig. 8.14(b) and 
 and 	 are fixed in Fig. 8.14(c). It is seen from
Fig. 8.14(a) that taper length z0 becomes very short (long) when taper ratio 

is smaller (larger) than 0.1. When taper length is very short, the insertion loss
increases, since the width of the coupling region varies quite rapidly. In contrast,
if taper length is very long, the coupler becomes rather impractical because of
the long device length. It is therefore known that a taper ratio of about 
 = 0�1 is
the preferable value. From Fig. 8.14(b), it is seen that the coupling ratio becomes
large for small 	 (tightly fused coupler). In contrast, the coupling ratio becomes
small for large 	 (lightly fused coupler). From Fig. 8.14(c), it is seen that the
coupling ratio becomes smaller (larger) when b2/b1 is small (large). Taking
the results of Figs. 8.14(a), (b), and (c) into account, it is seen that there are
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Figure 8.12 Light intensity transients at (a) �= 1�3 �m, (b) �= 1�425 �m, and (c) �= 1�55 �m in
the wavelength-flattened coupler.

Figure 8.13 Wavelength dependencies of the coupling ratios in the wavelength-flattened coupler.
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Figure 8.14 Influences of (a) taper ratio 
, (b) degree of fusion 	, and (c) asymmetry of the outer
diameter b2/b1 on the coupling ratio of wavelength-flattened couplers.
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Figure 8.15 Optimum relationships among 	�b2/b1, and z0 when taper ratio 
 is fixed at 
 = 0�1
and 
 = 0�15.

several possible choices of coupler parameters for wavelength-flattened couplers.
Figure 8.15 shows the optimum relationships among 	�b2/b1, and z0 when taper
ratio 
 is fixed at 
 = 0�1 and 
 = 0�15 [8]. Similar wavelength-flattened charac-
teristics to that of Fig. 8.13 are obtainable with any parameter combinations of

�	�b2/b1, and z0.
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Chapter 9

Planar Lightwave Circuits

Upgrading telecommunication networks to increase their capacity is becoming
increasingly important due to the rapid increase in network traffic caused by
multimedia communications. Although optical technologies are replacing most
transmission lines, the nodes of the networks, such as switching and cross-
connect nodes, are still depend on relatively slow electrical technologies. This
will be a serious problem because nodes in the networks will limit the throughput
all over the networks, due to the limitations of the electrical circuits. Making
the nodes optical, therefore, is important for solving these issues. It requires
multiplexing and demultiplexing (mux/demux) via optical technologies. The
time-division multiplexing, or TDM, systems that are widely used in existing
optical communications systems, are inherently depend on electrical circuits
for multiplexing and demultiplexing. The nodes in TDM systems use optical–
electrical conversion, electrical demulti- and multiplexing, and electrical–optical
conversion. This means the throughput of the node is limited by the processing
speed in the electrical circuits. Wavelength division multiplexing, or WDM,
technologies, on the other hand, enable optical multi- and demultiplexing because
individual signals have different light wavelengths and can be separated easily
by wavelength-selective optical elements. This may enable us to construct WDM
networks in which node functionality is supported by optical technologies without
electrical mux/demux.

The most prominent feature of the silica waveguides is their simple and well-
defined waveguide structures [1]. This allows us to fabricate multibeam or multi-
stage interference devices, such as arrayed-waveguide gratings and lattice-form
programmable dispersion equalizers. A variety of passive PLCs, such as N × N
star couplers, N × N arrayed-waveguide grating multiplexers, and thermo-optic
matrix switches have been developed [2, 3]. Hybrid optoelectronics integration

417
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based on the terraced-silicon platform technologies are also important, both
to the fiber-to-the-home (FTTH) applications and high-speed signal processing
devices [4, 5]. Synthesis theory of the lattice-form programmable optical filters
has been developed [6] and implemented to the fabrication of variable group-
delay dispersion equalizers [7].

In this chapter, various kinds of planar lightwave circuit (PLC) devices for
optical WDM systems and subscriber networks are described.

9.1. WAVEGUIDE FABRICATION

Planar lightwave circuits using silica-based optical waveguides are fabricated
on silicon or silica substrate by a combination of flame hydrolysis deposition
(FHD) and reactive ion etching (RIE). Figure 9.1 shows a planar waveguide
fabrication technique. Fine glass particles are produced in the oxy-hydrogen
flame and deposited on the substrates. After depositing undercladding and core
glass layers, the wafer is heated to high temperature for consolidation. The circuit
pattern is fabricated by photolithography and reactive ion etching. Then core
ridge structures are covered with an overcladding layer and consolidated again.

Since the typical bending radius R of silica waveguide is around 2–25 mm, the
chip size of the large-scale integrated circuit becomes several centimeters square.
Therefore, reduction of propagation loss and the uniformity of refractive indices
and core geometries throughout the wafer are strongly required. A Propagation
loss of 0.1 dB/cm was obtained in a 2-m-long waveguide with � = 2% index
difference (R = 2 mm) [8], and loss of 0.035 dB/cm was obtained in a 1.6-m-
long waveguide with � = 0�75% index difference (R = 5 mm) [9]. Further loss
reduction down to 0.017 dB/cm has been achieved (Fig. 9.2) in a 10-m long

(a) Flame Hydrolysis Deposition

raw material vapor
SiCl4-GeCl4

combustion gas
(O2,H2)

torch

substrate 
(Si or Glass wafer)

turn table

(b) Fabrication process

FHD

Consolidation

RIE

FHD+ 
Consolidation

core

under 
cladding

over 
cladding

SiO2-GeO2 particles

SiO2 particles
Substrate

Figure 9.1 Planar waveguide fabrication technique.
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Figure 9.2 Loss spectra of 10-m-long waveguide.

Table 9.1

Waveguide parameters and propagation characteristics of four kinds of waveguides.

Low-� Medium-� High-� Superhigh-�

Index difference(%) 0.3 0.45 0.75 1.5–2.0
Core size(�m) 8 × 8 7 × 7 6 × 6 4�5 × 4�5 − 3 × 3
Loss (dB/cm) <0.01 0.02 0.04 0.07
Coupling loss (dB/point) <0.1 0.1 0.4 2.0
Bending radius (mm) 25 15 5 2

waveguide with � = 0�45% index difference (R = 15 mm) [10]. The higher loss
for TM mode (electric field vector is perpendicular to the waveguide plane)
may be due to the roughness of waveguide wall caused by RIE etching process.
However the mode conversion from TE to TM mode or vice versa was less than
the 20 dB in 10-m-long waveguides.

Various kinds of waveguides are utilized depending on the circuit configu-
rations. Table 9.1 summarizes the waveguide parameters and propagation char-
acteristics of four kinds of waveguides. The propagation losses of low-� and
medium-� waveguides are about 0.01 dB/cm and those of high-� and super
high-� waveguides are about 0.04–0.07 dB/cm. The low-� waveguides are supe-
rior to the high-� waveguides in terms of fiber coupling losses with the standard
single-mode fibers. On the other hand, the minimum bending radii for high-
� waveguides are much smaller than those of low-� waveguides. Therefore,
high-� waveguides are indispensable to construction highly integrated and large-
scale optical circuits such as N × N star couplers, arrayed-waveguide grating
multiplexers, and dispersion equalizers.

9.2. N × N STAR COUPLER

N × N star couplers are quite useful in high-speed, multiple-access optical
networks, since they distribute the input signal evenly among many receivers and
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make possible the interconnection between them. Free-space-type integrated-
optic star coupler, in which a slab waveguide region is located between the
fan-shaped input and output channel waveguide arrays, are quite advantageous
constructing large-scale N × N star couplers [11, 12]. Figure 9.3 shows the
schematic configuration of the N × N star coupler. The input power, from any
one of the N channel waveguides in the input array, is radiated to the slab (free
space) region and it is received by the output array. In order to get the uniform
power distribution into N output waveguides, the radiation pattern at the output
side slab–array interface should be uniform over a sector of N waveguides.

Since the radiation pattern is the Fraunhofer pattern (Fourier transform) of
the field profile at the input side slab–array interface, proper sidelobes must be
produced by the mode coupling from the excited input waveguide to neighboring
guides so as to make rectangular field pattern. Therefore, the dummy wave-
guides are necessary for the marginal guides to guarantee the same coupling
condition as the central guides. Figure 9.4 shows an enlarged view of the central
coupling region. The core width W near the slab region is tapered so as to control
the mode coupling precisely. The star coupler parameters, such as the aperture
angle �, radius of slab region f , taper length Lt, recess distance Lf , and taper
ratio �, were optimized by using beam propagation method [13] so as to get the
maximum output and good splitting uniformity.

Figure 9.5 shows the waveform transients of the optical intensity at the
� = 1�55 �m wavelength in the optimized 144 × 144 star coupler when light
is coupled into the leftmost waveguide. It is clearly shown that multiple mode
coupling takes place in the input array and uniform radiation pattern is generated

Figure 9.3 Schematic configuration of N × N star coupler.
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Figure 9.4 Enlarged view of the central coupling region.

Figure 9.5 Waveform transients of the optical intensity at �=1�55 �m wavelength in the optimized
144 × 144 star coupler when light is coupled into the leftmost waveguide.
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Figure 9.6 Contour plots of beam propagation in the optimized 144 × 144 star coupler when light
is coupled into (a) marginal and (b) the central input waveguides.

over a sector of N output waveguides at the output side slab–array interface.
Figures 9.6(a) and (b) show the contour plots of beam propagation in the
previously shown 144 × 144 star coupler when light is coupled into the marginal
and the central waveguide, respectively. It is known that the almost-equal light
splitting is obtainable independently of the light input position.

Figure 9.7 shows the splitting loss histogram of the fabricated 64 × 64 star
coupler measured at � = 1�55 �m [14]. The essential splitting loss when light is
evenly distributed into 64 output waveguides is 18.1 dB. Therefore, the average



Arrayed-waveguide Grating 423

Figure 9.7 Splitting loss histogram of the 64 × 64 star coupler.

of the excess losses is 2.5 dB, and the standard deviation of the splitting losses is
0.8 dB. Within the 2.5-dB additional loss, the inevitable imperfection (theoretical)
loss is about 1.5 dB, the propagation loss is about 0.6 dB, and coupling loss with
single-mode fiber is 0.2 dB/facet. Various kinds of star couplers, ranging from
8 × 8 to 256 × 256, have been fabricated.

9.3. ARRAYED-WAVEGUIDE GRATING

9.3.1. Principle of Operation and Fundamental
Characteristics

An N × N arrayed-waveguide grating (AWG) multiplexer is very attractive
in optical WDM networks since it is capable of increasing the aggregate trans-
mission capacity of single-strand optical fiber [15, 16]. The AWG consists of
input/output waveguides, two focusing slab regions and a phase array of multiple
channel waveguides with the constant path-length difference �L between neigh-
boring waveguides (Fig. 9.8). In the first slab region, input waveguide separa-
tion is D1, the array waveguide separation is d1 and the radius of curvature is f1.
Generally the waveguide parameters in the first and the second slab regions may
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Figure 9.8 Schematic configuration of arrayed-waveguide grating multiplexer.

be different. Therefore, in the second slab region the output waveguide separa-
tion is D, the array waveguide separation is d and the radius of curvature is f .
The light input at the x1 position (x1 is measured in the counter-clockwise direc-
tion from the center of input waveguides) is radiated to the first slab and then
excites the arrayed waveguides. The excited electric field amplitude in each array
waveguide is ai�i = 1–N	 where N is the total number of array waveguides. The
amplitude profile ai is usually a Gaussian distribution. After traveling through the
arrayed waveguides, the light beams constructively interfere into one focal point
x�x is measured in the counter -clockwise direction from the center of output wave-
guides) in the second slab. The location of this focal point depends on the signal
wavelength since the relative phase delay in each waveguide is given by �L/�.

Figure 9.9 shows an enlarged view of the second slab region. Let us consider
the phase retardations for two light beams passing through the �i − 1	-th and
i-th array waveguides. The geometrical distances between two beams in the
second slab region are approximated as shown in Fig. 9.9. We have similar
configurations in the first slab region as those in Fig. 9.9. The difference between
the total phase retardations for the two light beams passing through the �i−1	-th
and i-th array waveguides must be an integer multiple of 2
 in order for the
two beams constructively interfere at the focal point x. Therefore we have the
interference condition expressed by

�s��0	

(
f1 − d1x1

2f1

)
+ �c��0	�Lc + �i − 1	�L
 + �s��0	

(
f + dx

2f

)

= �s��0	

(
f1 + d1x1

2f1

)
+ �c��0	�Lc + i�L
 + �s��0	

(
f − dx

2f

)
− 2m
�

(9.1)
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Figure 9.9 Enlarged view of the second slab region.

where �s and �c denote the propagation constants in the slab region and array
waveguide, m is an integer, �0 is the center wavelength of WDM system and
Lc is the minimum array waveguide length. Subtracting common terms from
Eq. (9.1), we obtain

�s��0	
d1x1

f1

− �s��0	
dx

f
+ �c��0	�L = 2m
� (9.2)

When the condition �c��0	�L = 2m
 or

�0 = nc�L

m
(9.3)
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is satisfied for �0, the light input position x1 and the output position x should
satisfy the condition

d1x1

f1

= dx

f
� (9.4)

In Eq. (9.3) nc is the effective index of the array waveguide (nc = �c/k� k:
wavenumber in vacuum) and m is called diffraction order. The above equation
means that when light is coupled into the input position x1, the output position
x is determined by Eq. (9.4). Usually the waveguide parameters in the first and
the second slab regions are the same �d1 = d and f1 = f	. Therefore input and
output distances are equal �x1 = x	. The dispersion of the focal position x with
respect to the wavelength � for the fixed light input position x1 is given by
differentiating Eq. (9.2) with respect to � as

�x

��
= −Ncf�L

nsd�0

� (9.5)

where ns is the effective index in the slab region, Nc is the group index of the
effective index nc of the array waveguide �Nc = nc − �dnc/d�	. The dispersion
of the input-side position x1 with respect to the wavelength � for the fixed light
output position x is given by

�x1

��
= Ncf1�L

nsd1�0

� (9.6)

The input and output waveguide separations are ��x1� = D1 and ��x� = D,
respectively when �� is the channel spacing of the WDM signal. Putting these
relations into Eqs. (9.5) and (9.6), the wavelength spacing in output side for the
fixed light input position x1 is given by

��out =
nsdD�0

Ncf�L
(9.7)

and the wavelength spacing in input side for the fixed light output position x is
given by

��in = nsd1D1�0

Ncf1�L
� (9.8)

Generally the waveguide parameters in the first and the second slab regions are
the same; they are, D1 = D�d1 = d and f1 = f . Then the channel spacings are
the same as ��in = ��out ≡ ��. The path length difference �L is obtained from
Eq. (9.7) or (9.8) as

�L = nsdD�0

Ncf��
� (9.9)



Arrayed-waveguide Grating 427

The spatial separation of the m-th and �m + 1	-th focused beams for the same
wavelength is given from Eq. (9.2) as

XFSR = xm − xm+1 = �0f

nsd
� (9.10)

XFSR represents the free spatial range of AWG. Number of available wavelength
channels Nch is given by dividing XFSR by the output waveguide separation D as

Nch = XFSR

D
= �0f

nsdD
� (9.11)

Figures 9.10(a) and (b) show BPM simulation of the light focusing property
in the second slab region for the (a) central wavelength �0 and (b) the shorter
wavelength component � < �0. For the signal component which converges into
the off-center output port as in Fig. 9.10(b), higher or lower order diffraction
beams appear. Since one of the two diffraction beams in Fig. 9.10(b) is usually
thrown away, the insertion loss for the peripheral output port becomes 2–3 dB
higher than that for the central output port.

The electric field profile ��x	 at the output plane of AWG (Fig. 9.8) is the
summation of the farfield patterns of �′

is from each array waveguide. Therefore,

λ = λ0

(a) (b)

λ < λ0

Figure 9.10 BPM simulation of the light focusing property in the second slab region for the
(a) central wavelength �0 and (b) shorter wavelength component � < �0.
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Figure 9.11 Schematic electric field distribution in the array waveguide.

��x	 is the summation of the spatial Fourier transforms of �′
is. Summation and

Fourier transformation can be exchanged in the linear system. Then it is shown
that the focused electric field profile ��x	 at the output is the Fourier transform of
the entire electric field profile ���	 at the slab–array interface. Figure 9.11 shows
schematically the electric field distribution in the array waveguide. Horizontal
axis is a normalized array waveguide number i/N�i = 1–N	, where N denotes
total number of array waveguides. In order to minimize the light capture loss into
the array waveguides, the number of array waveguides should be sufficiently
large. Since the electric field in the array waveguide is segmented as shown in
Fig. 9.11, that is, the field is not smooth Gaussian, Fourier-transformed field at
the focal position has certain level of higher spatial components or sidelobes as
shown in Fig. 9.12, which shows normalized frequency response of AWG. Such
sidelobes cause theoretical crosstalk in the AWG. Theoretical crosstalk power
level in the typical AWG is about −60 dB. It depends on the AWG channel
numbers and also waveguide design.

9.3.2. Analytical Treatment of AWG Demultiplexing
Properties

Focused electric field at the interface of the second slab and output wave-
guide can be almost completely expressed by the analytical form. Position of the
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Figure 9.12 Normalized frequency response of arrayed-waveguide grating.

focused electric field moves in proportion to the wavelength shift �� as shown in
Eq. (9.5). Demultiplexing property of AWG is then given by the overlap integral
of the focused electric field with the eigen mode of the output waveguide.

In this section, analytical treatment of AWG demultiplexing property is
described in detail. Figure 9.13 shows waveguide geometries in the first slab region.
e�x1	 is an electric field distribution at the interface between the input waveguide
and the first slab, where x1 denotes the geometrical position on the interface. f��1	
is an electric field distribution at the interface between the first slab and the array
waveguides, where �1 denotes the geometrical position on the interface. �̂� and �̂i

are angles of the center of i-th input WG and �-th array WG, respectively. L̂i��

is the distance from the i-th input waveguide to the �-th array waveguide.
Similar to the reciprocity of directivity in the transmission and receiving

antennas, acceptability of waveguide is expected to be the same as the farfield
pattern (FFP) from the waveguide. Figure 9.14 (a) shows the geometry to
calculate FFP from waveguide. FFP g��	 from the waveguide is obtained by
the Fourier transform of the electric field at the endface of the waveguide as
described in Section 2.3. Here waveguide geometries are 2a = 6 �m� 2d = 6 �m,
refractive-index difference � = 0�75%, and tapered waveguide width and length
are 18 �m and 1.8 mm, respectively. Circles in Fig. 9.14 (b) show FFP from the
waveguide with respect to the radiation angle �. Acceptability of the waveguide
is calculated in the BPM numerical simulation by coupling plane wave to the
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tapered waveguide as shown in Fig. 9.14 (c). It is confirmed from Fig. 9.14 (b)
that the acceptability of waveguide ���	 exactly matches with the FFP from the
waveguide g��	.

Next, we calculate how much electric field amplitude is coupled from the
input waveguide to each array waveguide in Fig. 9.13. We define here the FFP
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of the electric field e�x1	 as h��̂�	 and that of the electric field f��1	 as g��̂i	. As
described in Fig. 9.14 (b), FFP g��̂i	 represents amplitude acceptability to the
incoming field with angle �̂i. Since the radiation amplitude from the input wave-
guide #i to the array waveguide #� is given by h��̂�	, electric field amplitude
that is coupled from the input waveguide to the array waveguide is expressed by

b��	 = h��̂�	g��̂i	 exp
(
−j�sL̂i��

)
� (9.12)

Figure 9.15 shows waveguide geometries in the second slab region. f��	 is an
electric field distribution at the interface between the array waveguide and the
second slab, where � denotes the geometrical position on the interface. e�x	 is an
electric field distribution at the interface between the second slab and the output
waveguide, where x denotes the geometrical position on the interface. �k and ��

are angles of the center of �-th array WG and k-th output WG, respectively. L��k

is the distance from the �-th array WG to k-th output WG.
Electric field amplitude in the �-th array waveguide is expressed by

s��	 = b��	 exp �−j�N − �	�c�L


= h��̂�	g��̂i	 exp
{
−j
[
�sL̂i�� + �N − �	�c�L

]}
�

(9.13)

where N -th (the shortest) array waveguide length is assumed to be zero for
simplicity.
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Figure 9.15 Geometries in the second slab region.
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We define the FFP of the electric field f��	 as g��k	 and that of the electric
field e�x	 as h���	. In a similar manner to the first slab region, we intend to
calculate how much electric field amplitude is coupled from the array wave-
guide to the output waveguide by using FFPs g��k	 and h���	. However, since
multiple radiation fields interfere on the interface of the second slab and output
waveguides, we can not simply use light acceptability h���	 because it does
not take into account the phase of the radiation field. Therefore, we first obtain
focused electric field at the interface of the second slab and output waveguides,
and coupling efficiency is then calculated by numerically coupling the focused
electric field to the output waveguide.

Since the radiation amplitude from the j-th array waveguide to the k-th output
WG is given by g��k	, radiation field at x on the interface of the second slab
and output waveguide is given by

s��	g��k	 cos���	 exp�−j�sL��k	� (9.14)

where cos���	 is multiplied to take into account the component that is normal
to the propagation axis of the k-th output waveguide.

Then, focused electric field at position x is obtained by using Eqs. (9.12)–
(9.14) as

E�x	 =
N∑

�=1

c��	 exp�−j���	
� (9.15a)

c��	 = h��̂�	g��̂i	g��k	 cos���	� (9.15b)

���	 = �s

(
L̂i�� + L��k

)
+ �N − �	�c�L� (9.15c)

Figure 9.16 compares �E�x	� obtained by the analytical Eq. (9.15a) with the
focused electric field calculated by FDMBPM. Sampling grid spacing in BPM
is �x = 0�05 �m and �z = 1�0 �m and number of channels and channel spacing
of AWG are Nch = 4 and ��= 0�8 nm. It is confirmed that the analytical electric
field given by Eq. (9.15a) quite well agrees with that of BPM. Ripple in the
focused electric field E�x	 actually takes sinusoidal-like oscillation.

Figure 9.17 compares electric field �E�x	� on the output plane with the local
normal mode (LNM) of the input waveguide of Fig. 9.13. Local normal mode
is the electric field at the endface of the input-tapered waveguide. Here the
number of channels and channel spacing of AWG are Nch =64 and ��=0�8 nm,
respectively. �E�x	� is almost the same as that of LNM. The difference is that
there is a ripple in E�x	 while LNM is a smoothly decaying function.

Focused electric field E�x	 moves in the −x direction with the speed of
�x/��=−Ncf�L/�nsd�0	 when wavelength is increased by ��. Then, demul-
tiplexing property at the output port #k is obtained by the overlap integral of
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E�x	 with the LNM of k-th output waveguide. Overlap integral is carried out by
BPM, where initial field E�x	 is coupled into the taper waveguide of BPM simu-
lation. In the numerical calculation, the entire input field E�x	 should be shifted
by the amount of �x = −�Ncf�L/�nsd�0	
�� for the wavelength component
� = �0 + ��.
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Figure 9.18 Theoretical demultiplexing properties of 64-ch, 100-GHz AWG.

Figure 9.18 shows the theoretical demultiplexing properties of 64-ch,
100-GHz AWG. Theoretical crosstalk of the current model of AWG is about
−60 dB. Of course, if there exists fluctuation in �s��c and �L in practical AWG,
crosstalk becomes much worser than −60 dB.

Even in the theoretical demultiplexing properties, insertion loss of AWG is
not zero. There are mainly two reasons. One is imperfect light capturing at the
first slab and array interface since we cannot place infinitely many array wave-
guides. The other is based on the Fourier transform theorem. Since envelope of
the electric field profile in array waveguides is segmented as shown in Fig. 9.11,
spatially Fourier-transformed focused beam contains certain level of sidelobe
components. Figure 9.19 shows electric field distribution at the interface between
the second slab and output waveguides. Central peak is the same as �E�x	�
in Fig. 9.17. Two peaks at x � ±1600 �m represent sidelobes of the adjacent
diffraction order m ∓ 1. These sidelobe components are the origin of another
insertion loss of AWG. The imperfect light capturing loss in the first slab and
the spurious sidelobe loss in the second slab cause essential insertion loss of
AWG. In the current 64-ch, 100-GHz AWG, those two losses sum up to about
1.7 dB as shown in Fig. 9.18.

9.3.3. Waveguide Layout of AWG

Figure 9.20 shows the schematic waveguide layout for AWG design. Each
arm in the waveguide array consists of two straight waveguides of variable length
on both sides and they are smoothly connected to a nonconcentric waveguide
bend. The parameters to be determined are angle of slab ��=∠PQQ′	 and the
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Figure 9.20 Schematic waveguide layout for AWG design.
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separation of the slab Lslab�= distance between Q and Q′	. There are two basic
equations for AWG design; they are

Sj + Rj · �j = SN + RN · �N + �N − j	
�L

2
(9.16)

and

�f + Sj	 cos �j + Rj · sin �j = Lslab

2
� (9.17)

where Sj and SN are straight path length connecting Aj and Bj and AN and BN ,
respectively. Equation (9.16) is the requirement for the path length difference
of array waveguide. Equation (9.17) is given by the relation that the distance
between point Q and the center line should be Lslab/2. The straight length SN for
the innermost array waveguide should be given in advance, which consists of
the taper and minimum necessary straight length. From Eqs. (9.16) and (9.17),
Rj and Sj for j = 1–N are given as

RN = Lslab/2 − �f + SN 	 cos �N

sin �N

� (9.18)

Rj = Lslab/2 − �f + SN + RN · �N + �N − j	�L/2
 cos �j

sin �j − �j cos �j

(9.19)

and

Sj = SN + �RN · �N − Rj · �j	 + �N − j	
�L

2
� (9.20)

Since there are only 2N equations for 2N + 1 unknown parameters (��Lslab�
S1–SN−1 and R1–RN ), we cannot fully determine these AWG parameters.
Therefore, we have plenty of (or infinitely many) choices for the AWG parameters.
However, there are restricting conditions for several waveguide parameters; they
are, the minimum of Rj should be larger than the known minimum bending radius
Rmin, the straight length Sj should be larger than SN , and the minimum array
waveguide separation at the center should be larger than the known value Smin.
Then we can determine AWG parameters for the mask design. Although there
are many design possibilities for the given AWG specifications, the better design
may be the one in which the array waveguide lengths are as short as possible so
as to minimize the phase errors caused by refractive-index fluctuations.

9.3.4. Gaussian Spectral Response AWG

Gaussian AWG denotes that the frequency response is Gaussian shape and
not flat response. Figure 9.21 shows the waveguide layout of 32-ch, 100-GHz-
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Figure 9.21 waveguide layout of 32-ch, 100-GHz-spacing AWG.

spacing AWG. It consists of 32 input/output waveguides, slab regions with arc
length of 11.35 mm and waveguide array of 100-ch waveguides with the constant
path length difference �L between neighboring waveguides. The path length
difference �L is 63 �m; the corresponding grating order at �0 = 1�55 �m is m=
59, which gives a free spectral range of 25.6 nm (3.2 THz) and a channel spacing
of 0.8 nm (100 GHz). Each arm in waveguide array consists of two straight
waveguides of variable length on both sides and they are smoothly connected to
a non-concentric waveguide bend. The core size and refractive-index difference
between the channel waveguides are 7 �m × 7 �m and 0.75%, respectively. The
bending radius in the array varies from 5 mm to 6.3 mm and the minimum wave-
guide separation is 30 �m. The total device size is 30 �m ×26 �m. Various kinds
of multiplexers ranging from 50-nm spacing 8-channel AWG to 25-GHz spacing
AWG have been fabricated [17–19]. Figure 9.22 shows the measured loss spectra
of 16-ch, 100-GHz

(
Nsystem = 16

)
AWG when light from tunable laser is coupled

into central input port. Here Nsystem is the channel number which is required from
a WDM system. On the other hand, the total number of channels Nch of AWG
itself is 32

(
Nsystem = 0�5 × Nch

)
. The relation of Nsystem to Nch will be described

in the following discussion. Crosstalks of AWG, which is defined by the light
leakage at the center of the neighboring channel, are about −40 dB. Figure 9.23
shows the measured transmission spectra of 32-ch, 50-GHz-spacing AWG over
four diffraction orders. As explained by the BPM simulations in Figs. 9.10(a) and
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Figure 9.22 Demultiplexing properties of 16-ch, 100-GHz-spacing AWG.

(b), insertion losses for the peripheral output ports are 2.5–3 dB higher than those
for central output ports. The envelope of the transmission peaks is determined
by the FFP g��k	 as described in Section 9.3.2. In order to obtain uniform loss
characteristics in WDM system applications, the total number of channels Nch of
AWG should be larger than the channel number Nsystem of the system. Number of
output ports Nsystem is usually about �0�5 ∼ 0�6	×Nch to guarantee loss variation
of less than 1 dB.

Figure 9.24 shows the demultiplexing properties of 64-ch, 50-GHz-spacing
AWG. Crosstalks of about −40 dB have been achieved in 64-ch, 50-GHz spacing

Envelope is determined by g (ρ)
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Figure 9.23 Demultiplexing properties of 32-ch, 50-GHz-spacing AWG over four diffraction
orders.
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Figure 9.24 Demultiplexing properties of 64-ch-50-GHz-spacing AWG.

AWG. By the improvement of the fabrication technology and the optimization of
the waveguide configurations, good crosstalk characteristics have been achieved
even in 10–25 GHz spacing AWGs, as shown in Figs. 9.25 and 9.26. Superhigh-�
waveguide with refractive-index difference of 1.5% was used in 400-ch, 25-
GHz AWG so as to minimize the area of array waveguide region. The adjacent
channel crosstalk and background crosstalk were less than −20 dB and −30 dB,
respectively. Figure 9.25(b) shows a single channel demultiplexing property at
the central output port. The inset of the figure shows close-up demultiplexing
properties for the three output ports. Figure 9.26 shows the demultiplexing
properties of 32-ch, 10-GHz-spacing AWG without using a post process for
the phase-error (non-uniformity in the optical path length difference nc�L)
compensation. Here the high-� waveguide with refractive-index difference of
0.75% was used. Adjacent channel crosstalk of about −30 dB has been achieved
even in the 10-GHz spacing AWG. Phase-error compensation technique can
further improve the crosstalk of AWGs. It will be described in Section 9.5.8.

9.3.5. Polarization Dependence of Pass Wavelength

Polarization dependence of pass wavelength in AWG is mainly determined
by the birefringence of the waveguide. Center wavelength of the passband is
expressed by Eq. (9.2) as �0 =nc�L/m. When effective indices for TE and TM
modes are different, it causes polarization-dependent pass wavelength difference,
which is given by

�� = �TE − �TM = �nc�TE	 − nc�TM	


m
�L� (9.21)
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Figure 9.25 (a) Demultiplexing properties of 400-ch-25-GHz-spacing AWG. (b) Single channel
demultiplexing property at the central output port. The inset of the figure shows a close-up of
demultiplexing properties for the three output ports.
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Figure 9.26 Demultiplexing properties of 32-ch, 10-GHz-spacing AWG without using a post
process for the phase-error compensation.

Here �� is called PD� (polarization dependent �). Birefringence of the wave-
guide in silica PLC is mainly caused by the stress anisotropy along x and y
directions. Then, PD� is expressed by using Eqs. (9.21) and (3.240) as

�� = C · ��x − �y	 · �L

m
� (9.22)

where C = 3�36 × 10−5
(
mm2/kg wt

)
, �x and �y are stress in the core center

along x and y directions, respectively. In the normal silica on silicon waveguide,
both �x and �y are negative and ��x�> ��y�. Then, �� is negative ��TE < �TM	 in
the normal AWG. Figure 9.27 shows the polarization-dependent pass wavelength
difference in AWG using silica core and silicon substrate. PD� is normally of
the order of 0.1–0.2 nm.

Figure 9.28(a) shows an under-cladding ridge structure to eliminate the PD�
of AWG [20]. When we etch the core ridge structure excessively down into
the under-cladding region, we can change the magnitude of �x and �y in and
around the core region. At the proper excess-etching depth d, we can eliminate
the stress difference between �x and �y. Since the origin of �x is the contraction
of the silicon substrate, which acts through the under-cladding layer, �x will
decrease with an increase in the ridge height. On the other hand, since the
origin of �y is the contraction of the over-cladding, �y will increase with an
increase in the ridge height. Figure 9.28(b) shows the transmission spectra of
an AWG with d = 3 �m. Here, we used high-� waveguide with 6 × 6 �m2 core
and � = 0�75%. The transmission spectra for both polarizations overlap almost
completely. PD� of less than 0.01 nm is successfully obtained at d = 3 �m. The
insertion loss is about 2.5 dB, and the background crosstalk is less than −40 dB.
These results mean that there is no degradation in the optical characteristics
when we incorporate the under-cladding ridge structure in the AWGs.
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Figure 9.27 Polarization dependent pass wavelength difference in the normal AWG using silica
core and silicon substrate.

9.3.6. Vernier Technique for the Center
Wavelength Adjustment

When some of the waveguide parameters in the first slab (D1�d1 and f1) and
those in the second slab region (D�d and f ) are different, the channel spacing
��out becomes different from ��in as shown in Eqs. (9.7) and (9.8). Putting
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Figure 9.28 (a) Under-cladding ridge structure in the polarization-insensitive AWG. (b) Demulti-
plexing properties of the AWG using under-cladding ridge structure. (After Ref. [20]).
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x1 = jD1 and x = jD�j = ±1�±2�±3� � � � 	 in Eq. (9.2), it can be rewritten as

ns��	j

(
d1D1

f1

− dD

f

)
+ nc��	�L = m�� (9.23)

The above equation is satisfied with the following center wavelength

� = �0 + j
Nc

nc

(
d1D1f

dDf1

− 1
)

��out� (9.24)

where we used Eq. (9.9). Equation (9.24) indicates that the center pass wave-
length of AWG can be tuned up or down by choosing the proper j-th input–output
pair. Such vernier design was demonstrated [21] in those cases where input
and output waveguide separations D1 and D were different while d1 = d, and
f1 = f . Vernier AWG can compensate for the possible center wavelength shift
due to the slight fabrication error in waveguide parameters nc and �L. Vernier
AWG can also be realized by changing at least one of the waveguide parame-
ters in the first slab (D1�d1 and f1) and those in the second slab region (D�d,
and f ). Figure 9.29 shows the measured center wavelengths in 32-ch, 100-GHz
AWG having array-side vernier. The input and output waveguide separations in
array-side vernier AWG was d1 = 18 �m and d = 20 �m while D1 = D = 25 �m
and f1 = f = 13�7 mm. The straight line in Fig. 9.29 indicates the vernier line
for the center path wavelengths. For the 1 × N wavelength filter applications,
the vernier technique is quite effective in compensating the possible fabrication
errors in center wavelength of AWG.

9.4. CROSSTALK AND DISPERSION
CHARACTERISTICS OF AWGs

9.4.1. Crosstalk of AWGs

Crosstalk of AWG is attributed to the phase and amplitude fluctuations in
the entire electric field profile at the output side array–slab interface since the
focused beam profile at the output plane is the spatial Fourier transform of
the electric field in the array waveguides. Amplitude and/or phase fluctuations
in the entire electric field profile cause imperfect focused beam profile in
which sidelobe level becomes higher than that of Fig. 9.16. Then, the crosstalk
level becomes much worse than −60 dB as shown in Fig. 9.18. The amplitude
fluctuation is caused by non-uniformity in the array waveguides. The phase
fluctuation is actually an optical path length fluctuation in each array waveguide.
It is caused by the non-uniformity in refractive indices and core geometries in
the array waveguide region.
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Figure 9.29 Center wavelengths in array-side vernier AWG.

First, the influence of amplitude fluctuation will be investigated. For sim-
plicity, the sinusoidal amplitude fluctuation with the amplitude �c and the half
period of fluctuation � is assumed. The actual fluctuation may be expressed by
the summation of series of sinusoidal fluctuations with different period �. The
focused electric field under a single sinusoidal amplitude fluctuation is given
from Eq. (9.15) as

E�x	 =
N∑

�=1

[
c��	 + �c · sin

(
�




�

)]
exp�−j���	
� (9.25)

Figure 9.30 shows the envelope of the entire electric field profile at the output
side array–slab interface with a sinusoidal amplitude fluctuation of �c = 0�095
and � = N/5. Demultiplexing properties of AWG having fluctuation can be
obtained in a similar manner to those described in Section 9.3.2.

Figures 9.31(a) and (b) show the demultiplexing properties of AWGs having
sinusoidal amplitude fluctuations of �c =0�0095� 0�03 and 0.095 with �=N/5 for
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Figure 9.30 Envelope of the entire electric field profile at the output side array–slab interface with
a sinusoidal amplitude fluctuation of �c = 0�095 and � = N/5.

two kinds of AWGs with 100-GHz and 25-GHz channel spacing. Location of the
crosstalk degradation depends on the spatial frequency 2
/� of the fluctuation.
Sidelobe peak goes far from the passband center when spatial frequency 2
/�
increases. It is known that crosstalk degrades by about 10 dB when �c becomes
3.2 (

√
10) times larger. Also, it is known from these figures that the sidelobe

level does not depend on the channel spacing.
Next, the influence of phase fluctuation will be investigated. Here, the sinu-

soidal effective-index fluctuation with the amplitude �n and the half period of
fluctuation � is assumed. Actual fluctuation may be expressed by the summation
of series of sinusoidal fluctuations with different half period �. The focused
electric field under a single sinusoidal effective-index fluctuation is given from
Eqs. (9.15) as

E�x	 =
N∑

�=1

c��	 exp�−j���	
� (9.26a)

���	 = �s

(
L̂i�� + L��k

)
+ �N − �	�c�L = �s

(
L̂i�� + L��k

)

+�N − �	
2


�

[
nc��	 + �n · sin

(
�




�

)]
�L� (9.26b)

Figures 9.32 (a) and (b) show the focused electric field profile at the output plane
and the demultiplexing properties in the 100-GHz spacing AWG having sinu-
soidal phase fluctuation of �n = 5 × 10−5 and � = N/2. When spatial frequency
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Figure 9.31 Demultiplexing properties of AWGs having sinusoidal amplitude fluctuations of �c=
0�0095� 0�03 and 0.095 with � = N/5 for two kinds of AWGs with (a) 100-GHz and (b) 25-GHz
channel spacings.
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Figure 9.32 (a) The focused electric field profile at the output plane and (b) the demultiplexing
properties in the 100-GHz-spacing AWG having sinusoidal phase fluctuation of �n = 5 × 10−5 and
� = N/2.
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of the fluctuation 2
/� is small, influence appears near the passband center.
Sidelobe peak goes outward when spatial frequency 2
/� increases. It is known
from Fig. 9.32(b) that the passband shape becomes deformed and widened due
to the phase fluctuation with small 2
/�.

Figures 9.33 (a) and (b) show the focused electric field profile at the output
plane and the demultiplexing properties in the 100-GHz spacing AWG having
sinusoidal phase fluctuation of �n = 1 × 10−6 and � = N/10. Even though the
effective-index fluctuation is quite small, it causes crosstalk degradation from
−60 dB��n = 0	 to about −40 dB as shown in Fig. 9.33(b). Phase fluctuations
having period of � ≈ N/10 ∼ N/20 are most harmful since they cause adjacent
channel crosstalks. For much smaller period of fluctuations with � < N/20,
crosstalk degradation appears far from the passband center. Then, it becomes the
origin of the background crosstalk of AWGs.

Figures 9.34(a) and (b) show the demultiplexing properties of AWGs having
sinusoidal phase fluctuations of �n = 1 × 10−6 and 3 × 10−7 with � = N/10
for three kinds of AWGs with 100-GHz, 50-GHz and 25-GHz channel spacing,
respectively. It is known that crosstalk degrades by about 5 dB when channel
spacing becomes half. It is also known that crosstalk degrades by about 10 dB
when �n becomes 3.2 �

√
10	 times larger. For the phase fluctuations, sidelobe

level strongly depends on the channel spacing.

9.4.2. Dispersion Characteristics of AWGs

Next, the dispersion characteristics of AWG filter itself will be investigated.
We should first establish the equation to represent the frequency response of
AWG. Equation (9.15a) for the focused electric field is normally thought to
represent the frequency characteristics of AWG since it can be rewritten for
center input �x1 = 0	 and center output �x = 0	 as

E�x1 = x = 0� �	 =
N∑

�=1

c��	 exp�−j���	
� (9.27a)

���	 = 2�sf + �N − �	�c��	�L� (9.27b)

where � is the frequency of the signal. From Eq. (9.2) we have the following
relation for the two diffraction beams with diffraction orders m and �m + 1	 as

�c��	�L − 2m
 = �c�� + �FSR	�L − 2�m + 1	
� (9.28)

where �FSR is a free spectral range (FSR). �FSR is obtained from Eq. (9.28) as

�FSR = nc

Nc

· �0

m
� (9.29)
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Figure 9.33 (a) The focused electric field profile at the output plane and (b) the demultiplexing
properties in the 100-GHz spacing AWG having sinusoidal phase fluctuation of �n = 1 × 10−6 and
� = N/10.
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Figure 9.34 Demultiplexing properties of AWGs having sinusoidal phase fluctuations of (a) �n=
1 × 10−6 (b) �n = 3 × 10−7 with � = N/10 for three kinds of AWGs with 100-GHz, 50-GHz and
25-GHz channel spacings.
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where �0 is the center frequency �= c/�0	. �FSR is also expressed by using
Eqs. (9.3) and (9.29) as

�FSR = c

Nc�L
� (9.30)

The above equation is a universal expression of FSR in the PLC interference
device which has a path length difference of �L (see Eq. (4.166a)). �c��	�L in
Eq. (9.27b) can be rewritten by using the above equation as

�c��	�L = 2
�nc

c
�L = 2


nc

Nc

�

�FSR

� 2

�

�FSR

� (9.31)

Here we assumed nc/Nc � 1 since Nc =nc
−�nc

/d� � 1�016nc in silica PLC at
1.55-�m wavelength region. Then, Eq. (9.27a) reduces to

E�x1 = x = 0� �	 = e−j2�sf
N∑

�=1

c��	 exp
[
−j�N − �	2


�

�FSR

]
� (9.32)

Since frequency dependence of the term exp�−j2�s��	f
 in the above equation
can be neglected when compared to that of the second term, the frequency
characteristics of AWG can be expressed by

E��	 =
N∑

�=1

c��	 exp
[
−j�N − �	2


�

�FSR

]
� (9.33)

Validity of the above equation should be first examined by comparing its
frequency response with that of the numerical overlap integral described in
Section 9.3.2. Figure 9.35 compares the frequency responses of Gaussian AWG
calculated by the numerical overlap integral with the analytical frequency
response by using Eq. (9.33). It is known that the analytical frequency response
well approximates the Gaussian AWG response around the passband center.
Since we are interested in the frequency characteristics of AWG around the
passband center, it is confirmed that Eq. (9.33) can be used to investigate the
frequency response and dispersion characteristics of Gaussian AWGs.

Next, validity of Eq. (9.33) to the flat spectral response AWG will be exam-
ined. Principle of operation in the flat spectral response AWG will be described in
Section 9.5.1. We can apply numerical overlap integral described in Section 9.3.2
to the flat AWG. Figure 9.36 compares the frequency responses of sinc-type
flat AWG [22] calculated by the numerical overlap integral with the analytical
frequency response by using Eq. (9.33). Though agreement is not so well as that
for the Gaussian AWG, we can utilize Eq. (9.33) to investigate the frequency
response and dispersion characteristics of flat AWG. We should bear in mind
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Figure 9.35 Comparison of the frequency response of Gaussian AWG calculated by the numerical
overlap integral with the response by using Eq. (9.33).
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Figure 9.36 Comparison of the frequency responses of sinc-type flat AWG calculated by the
numerical overlap integral with the analytical frequency response by using Eq. (9.33).
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that the frequency response obtained by Eq. (9.33) has slight error when we
apply it to the flat AWGs.

Generally, delay time � of the transmission medium is given by

� = − 1
2


d

d�
�arg�E	
 = − 1

2

Im
[

E′��	

E��	

]
� (9.34)

where E��	 is a frequency response of the medium and Im[ ] denotes the imagi-
nary part of the argument. Chromatic dispersion � is obtained by differentiating
� with respect to the wavelength � (refer to Eqs. (3.118) and (3.143)) as

� = d�

d�
� (9.35)

Dispersion of AWG is then obtained by putting the frequency response E��	
(Eq. (9.33)) into Eqs. (9.34) and (9.35).

First, dispersion of AWG without any amplitude or phase fluctuations is
investigated. Figure 9.37 shows the chromatic dispersion characteristics of 64-ch,
100-GHz Gaussian AWG without having any amplitude or phase fluctuations.
It is known that there is no (within the accuracy of the numerical analysis)
dispersion in Gaussian AWG. Contrary to Gaussian AWGs, some types of flat
response AWGs have intrinsic dispersions based on the mechanism of passband
broadening. Dispersions in flat AWGs will be described in Section 9.5.1.
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Figure 9.37 Chromatic dispersion characteristics of 64-ch, 100-GHz Gaussian AWG without hav-
ing any amplitude or phase fluctuations.
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Next, dispersion caused by the amplitude fluctuations in array waveguides will
be investigated. Similar to the analysis in Section 9.4.1, the frequency response
of AWG having sinusoidal amplitude fluctuation with the amplitude �c and half
period � is expressed by using Eq. (9.33) as

E��	 =
N∑

�=1

[
c��	 + �c · sin

(
�




�

)]
exp

[
−j�N − �	2


�

�FSR

]
� (9.36)

Chromatic dispersion characteristics of 64-ch, 100-GHz Gaussian AWG having
sinusoidal amplitude fluctuation with the amplitude �c = 0�03 and half period
� = N/5 are shown in Fig. 9.38. It is known that the amplitude fluctuation in
the array waveguides does not cause any substantial dispersion in AWGs.

Next, dispersion caused by the phase fluctuations in array waveguides will be
investigated. Frequency response of AWG having sinusoidal phase fluctuation
with the amplitude �n and half period � is expressed by using Eqs. (9.26)
and (9.33) by

E��	 =
N∑

�=1

c��	 exp
[
−j�N − �	

(
2


�

�FSR

+ ��

)]
� (9.37a)

�� = 2

�

�FSR

�n

nc

sin
(
�




�

)
� (9.37b)
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Figure 9.38 Chromatic dispersion characteristics of 64-ch, 100-GHz Gaussian AWG having sinu-
soidal amplitude fluctuation with the amplitude �c = 0�03 and half period � = N/5.
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Figure 9.39 Chromatic dispersion characteristics of 64-ch, 100-GHz Gaussian AWG having phase
fluctuation with the amplitude �n = 2 × 10−5 and half period of � = N/3.

Putting Eq. (9.37) into (9.35) gives us dispersion characteristics of AWG having
phase fluctuations. Figure 9.39 shows the chromatic dispersion characteristics
of 64-ch, 100-GHz Gaussian AWG having phase fluctuation with the amplitude
�n = 2 × 10−5 and half period of � = N/3. Chromatic dispersion caused by the
phase fluctuation depends on the type of fluctuations. Though, phase fluctuation
with �n=2×10−5 and �=N/3 brings dispersion � ∼16 ps/nm, fluctuation with
�n= 5 × 10−5 and �=N causes dispersion � ∼−16 ps/nm. Since the influence
of fluctuation goes far from the central passband for the higher spatial fre-
quency component (smaller period �), dispersion becomes negligible as shown
in Fig. 9.40. Figure 9.40 shows the dispersion characteristics of AWG having
phase fluctuation with the amplitude �n = 1 × 10−6 and half period � = N/10.

Finally, dependence of the dispersion � on the channel spacing of AWG will
be investigated. Dispersion characteristics of AWGs having phase fluctuations
of �n = 2�5 × 10−6 with � = N/3 for three kinds of AWGs with 100-GHz,
50-GHz and 25-GHz channel spacing are shown in Figs. 9.41(a), (b) and (c),
respectively. Dispersions at the passband center are 1.9 ps/nm, 16.1 ps/nm and
129.5 ps/nm for 100-GHz, 50-GHz and 25-GHz channel spacing, respectively.
It is known from these results that dispersion becomes about 8 times larger
when channel spacing becomes half. In other words, dispersion is proportional to
1/�channel spacing	3. Therefore, quite strict effective-index control is required
to keep dispersion small, especially in the narrow-spacing AWGs.
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Figure 9.40 Chromatic dispersion characteristics of AWG having phase fluctuation with the ampli-
tude �n = 1 × 10−6 and half period of � = N/10.
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Figure 9.41 Chromatic dispersion characteristics of AWGs having phase fluctuations of �n =
2�5 × 10−6 with � = N/3 for three kinds of AWGs with (a) 100-GHz.
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Figure 9.41 (Continued) (b) 50-GHz and (c) 25-GHz channel spacing.



458 Planar Lightwave Circuits

9.5. FUNCTIONAL AWGs

9.5.1. Flat Spectral Response AWG

Since the displacement of the focal position x with respect to the wave-
length � is almost constant (Eq. (9.5)), the transmission loss of Gaussian AWG
monotonically increases around the center wavelength of each channel. This
places tight restrictions on the wavelength tolerance of laser diodes and requires
accurate temperature control for both AWGs and laser diodes. Moreover, since
optical signals are transmitted through several filters in the WDM ring/bus net-
works, cumulative passband width of each channel becomes much narrower than
that of the single-stage AWG filter. Therefore, flattened and broadened spectral
responses are required for AWG multiplexers.

Several approaches have been proposed to flatten the pass bands of
AWGs [22–27]. One is to create flat electric field distribution at the input wave-
guide. Since AWG is an imaging device, flat electric field is reproduced at the
output plane. The overlap integral of flat field with the Gaussian local normal
mode gives flat spectral response. Parabolic waveguide horns [23] or 1 × 2 mul-
timode interference couplers [24] are used to create flat electric field distribution
at the input waveguide. Second method is to engineer array waveguide design
to create flattened electric field at the output plane. In this case, input field is
a normal Gaussian distribution. There are mainly two kinds of methods. One is
to make a sinc-like electric field envelope in the array waveguides [22]. Since
the focused electric field profile is a Fourier-transformed image of the electric
field in the array waveguides, we can generate flattened field distribution at the
output plane. The other is to make two focal spots at the output plane [25]. Here,
light focusing direction of array waveguide is alternately changed to two sepa-
rate focal positions. In this case, flattened field profile consists of two Gaussian
beams.

There are some other flattening techniques employing somewhat sophisticated
operational principles [26, 27]. In these techniques, input position of the beam
moves synchronously with the wavelength change of the signal. Then, output
beam lies in a fixed position independent of wavelength within one channel
span. Here, this type of flat AWG is called synchronous-beam-movement-type
AWG and will be described in the latter part of the section.

9.5.1.1. Parabola-type AWG

Figure 9.42 shows the enlarged view of the interface between (a) parabola-
shaped input waveguides and first slab and (b) second slab and normal output
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Figure 9.42 Enlarged view of the interface between (a) input waveguides and first slab and
(b) second slab and normal output waveguides.

waveguides, respectively. The width of the parabolic horn along the propagation
direction z is given by [28]

W�z	 =
√

2��gz + �2a	2� (9.38)

where � is a constant less than unity, �g is the wavelength in the guide ��g =
�/nc	 and 2a is the core width of the channel waveguide (see inset of Fig. 9.43).
At the proper horn length �z=�	 less than the collimator length, a slightly double-
peaked intensity distribution can be obtained as shown in Fig. 9.43. A broadened
and sharp falling optical intensity profile is obtainable by the parabolic wave-
guide horn, which is quite advantageous for achieving wide passband without
deteriorating the nearest neighbor crosstalk characteristics. The broadened and
double-peaked field is imaged onto the entrance of an output waveguide having
normal core width. The overlap integral of the focused field with the local normal
mode of the output waveguide gives the flattened spectral response of AWG.
Figure 9.44 shows the demultiplexing properties of 16-ch, 100-GHz spacing
AWG having parabolic horns with W = 40 �m and � = 800 �m. The crosstalks
to the neighboring channels are less than −35 dB and the on-chip loss is about
7.0 dB. The average 1-dB, 3-dB and 20-dB bandwidths are 86.4 GHz, 100.6 GHz
and 143.3 GHz, respectively.

In parabola-type flat AWG, double-peaked electric field distribution is created
by the interference of the fundamental mode and 2nd-order mode as shown in
Fig. 9.45. Generally, phase retardations of the fundamental mode and 2nd-order



460 Planar Lightwave Circuits

Figure 9.43 Intensity profile calculated by the beam propagation method for the parabolic horn
with W = 40 �m and � = 800 �m. Inset shows the schematic configuration of parabolic wave-
guide horn.

Figure 9.44 Demultiplexing properties of 16-ch, 100-GHz-spacing AWG having parabolic horns
with W = 40 �m and � = 800 �m.

mode are different. Therefore, the total phase at the end of the parabolic wave-
guide horn is not a uniform phase as shown in Fig. 9.46. Here geometries of
parabolic horn are W =26�1 �m and �=270 �m. Non-uniform phase distribution
in the parabola input waveguide causes non-uniformity of phase in the array
waveguides. Frequency response of AWG having non-uniform phase distribution
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Figure 9.45 Fundamental mode and 2nd-order mode in a parabolic waveguide horn.
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Figure 9.46 Intensity and phase distribution at the end of the parabolic waveguide horn with
W = 26�1 �m and � = 270 �m.

is expressed as

E��	 =
N∑

�=1

c��	 exp
[
−j�N − �	2


�

�FSR

− j��

]
� (9.39)

where �� denotes the non-uniform phase in the �-th array waveguide. When we
compare the above equation with Eq. (9.37), it is known that the non-uniform
phase is similar to the effective-index fluctuations in the array waveguides.
Then, the non-uniform phase �� is estimated to cause crosstalk degradation
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and chromatic dispersion as described in the Section 9.4. Since the period of
phase variation � generated in the parabolic waveguide horn is large �� ≈ N	
as shown in Fig. 9.46, the sidelobe caused by the phase variation manifests
itself in the vicinity of the passband center (refer to 9.4.1). In the flat frequency
response AWGs, since the passband width of the AWG is wider than the location
where sidelobe appears, sidelobe component does not cause harmful crosstalk
degradations.

On the other hand, chromatic dispersion arises when there is a phase variation
in AWG. As described in Section 9.4.2, phase variation with small spatial com-
ponent (large period �) causes dispersion near the passband center. Figure 9.47
shows theoretical and experimental dispersion characteristics of 32-ch, 100-GHz
parabola-type flat AWG. Moreover, Eq. (3.213) gives the maximum limit of the
dispersion · length product ��� · L for the transmission system with B Gbit/s.
In the 40-Gbit/s system, ��� · L should be less than about 35 ps/nm at 1.55-�m
wavelength region. Then, several tens of chromatic dispersion in the AWG fil-
ter itself is not allowable since transmission fiber also has certain amount of
chromatic dispersion. Therefore, reduction of dispersion in the flat frequency
response AWG is quite important.

Phase retardations between the fundamental and 2nd-order modes at the end
of the parabolic waveguide horn can be adjusted by adding a straight multimode
waveguide [29] as shown in Fig. 9.48. At the proper multimode waveguide
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Figure 9.47 (a) Theoretical and (b) experimental dispersion characteristics of 32-ch, 100-GHz
parabola-type flat AWG.
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W
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Figure 9.48 Parabolic waveguide horn having a straight multimode waveguide.

length, phase retardations of the fundamental and 2nd-order modes are almost
equalized. Figure 9.49 shows the optical intensity and phase distribution at
the end of the straight multimode waveguide with Lmulti = 85 �m. Total phase
distribution becomes uniform while double-peaked electric field distribution is
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Figure 9.49 Intensity and phase distribution at the end of the straight multimode waveguide with
Lmulti = 85 �m.
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Figure 9.50 Theoretical and experimental dispersion characteristics of 32-ch, 100-GHz parabola-
type flat AWG with W = 26�1 �m� � = 270 �m and Lmulti = 85 �m, respectively.

maintained. Theoretical and experimental dispersion characteristics of 32-ch,
100-GHz parabola-type flat AWG with W = 26�1 �m� � = 270 �m and Lmulti =
85 �m are shown in Fig. 9.50.

Chromatic dispersion has been reduced to negligible value. Overlap integral
of the broadened and slightly double-peaked field with the local normal mode
(LNM) in the output-tapered waveguide gives the flat spectral response as shown
in Fig. 9.51. Theoretical loss of the current model of parabola-type AWG is
about 4.5 dB, which includes (a) imperfect light capture loss at the first slab
(about 0.85 dB), (b) sidelobe loss as shown in Fig. 9.19 (about 0.85 dB) and (c)
field mismatch loss between the focused field and the LNM (about 2.8 dB).

9.5.1.2. Sinc-type AWG

It has been confirmed that in order to obtain a flat spectral response, it is
necessary to produce broadened electric field profile at the focal plane (interface
between the second slab and output waveguides). Since the electric field profile
in the focal plane is the Fourier transform of the field in the array output aperture
(interface between the array waveguide and second slab), such a broadened field
profile could be generated when the electric field at the array output aperture
obeys a sin��	/� distribution where � is measured along the array output aperture
(see Fig. 9.8) [22]. Normal tapered waveguide is used in the input waveguide.
Then, Gaussian envelope distribution is excited at the interface between the first
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Figure 9.51 Theoretical flat spectral response of the parabola-type 32-ch, 100-GHz AWG.

slab and array waveguides. In order to create sinc-like envelope electric field
distribution, proper loss and phase retardation are added to the corresponding
waveguides. Figure 9.52 shows Gaussian envelope distribution (dotted line),
sinc-like envelope electric field distribution (solid line) and additional phase
retardation (dot and broken line) in 64-ch, 100-GHz AWG. Additional loss is
realized by providing a waveguide gap or waveguide offset in the array wave-
guide. Plus or minus 
 phase shift is realized by making the array waveguide
longer or shorter with the amount of �/�2nc	.

Generated sinc-like electric field distribution is shown in Fig. 9.53. Electric
field profiles in the peripheral array waveguides are truncated since the sinc-like
distribution is determined by the original Gaussian profile. Focused electric field
distribution is obtained by using Eq. (9.15) as

E�x	 =
N∑

�=1

c��	 exp�−j���	
� (9.40a)

c��	 = s��	g��̂k	 cos���	� (9.40b)

���	 = �s

(
L̂i�� + L��k

)
+ �N − �	�c�L� (9.40c)

where s��	 is a sinc-like field distribution given by Fig. 9.53. Figure 9.54 shows
the electric field distribution at the interface between the second slab and output
waveguides. Overlap integral of the broadened and slightly double-peaked field
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Figure 9.52 Gaussian envelope distribution (dotted line), sinc-like envelope electric field distri-
bution (solid line) and excess phase retardation (dot and broken line), respectively.
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Figure 9.53 Generated sinc-like electric field distribution.

with the LNM in the output-tapered waveguide gives the flat spectral response
as shown in Fig. 9.55. Theoretical loss of the current model of sinc-type AWG
is about 6.8 dB, which includes (a) imperfect light capture loss at the first slab
(about 0.85 dB), (b) additional loss in array waveguide to form sinc-like profile
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Figure 9.54 Electric field distribution at the interface between the second slab and output wave-
guides.
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Figure 9.55 Theoretical flat spectral response of the sinc-type 64-ch, 100-GHz AWG.

(about 2.3 dB), (c) sidelobe loss as shown in Fig. 9.19 (about 0.85 dB) and
(d) field mismatch loss between the focused field and the LNM (about 2.8 dB).
In the parabola-type flat AWG, there is no additional loss in the array wave-
guides. Then, parabola-type AWG is superior to the sinc-type AWG in terms
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of the loss of AWG. However, dispersion characteristics of sinc-type AWG are
generally superior to that of the parabola-type AWG since phase distribution
of the sinc-type AWG is uniform as shown in Fig. 9.52. Figure 9.56 shows
dispersion characteristics of sinc-type 64-ch, 100-GHz AWG.

Figure 9.57 shows measured electric field amplitude and relative phase delays
(excess phase value added to � ×�L where � denotes the �-th array waveguide)
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Figure 9.56 Dispersion characteristics of sinc-type 64-ch, 100-GHz AWG.
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Figure 9.57 Electric field amplitude and relative phase delays in the sinc-type flat response AWG.
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in the sinc-type flat response AWG measured by the low-coherence Fourier
transform spectroscopy [30]. Sinc-shaped electric field amplitude and phase
distributions are clearly realized by the array-waveguide engineering technique.

9.5.1.3. Synchronous-beam-movement-type AWG

In the synchronous-beam-movement-type (SBM-type) AWGs [26, 27], input
position of the beam moves synchronously with the wavelength change of the
signal. Then, output beam lies in a fixed position independent of wavelength
within one channel span. Figure 9.58 shows the schematic configuration of the
first kind of SBM-type AWG [26]. Two AWGs are arranged in tandem, and the
image of the first AWG forms the source for the second AWG. The image of
the first AWG is created on the dotted line AA′. Free spectral range (FSR) of
AWG1 is designed to be equal to the channel spacing of AWG2. Focused images
for 100-GHz-spacing SBM-type AWG are calculated by the BPM simulations.
The first AWG is a 1-ch, 100-GHz and the second AWG is a 64-ch, 100-GHz
AWG. Figure 9.59 shows focused images (optical intensity) on AA′ and BB′

for three spectral components �� =−0�2 nm, 0.0 nm and +0�2 nm, respectively.
Three peaks in Fig. 9.59 are images for three diffraction orders. When wavelength
� decreases (increases) within a channel, focused image of AWG1 moves upward
(downward) on the dotted line AA′ as shown in Fig. 9.59(a). When change
of wavelength �� is ignored, the second image on the line BB′ moves in the
opposite direction to that on AA′ as shown in Fig. 9.59(b) according to Eq. (9.4).
However, when wavelength change �� is taken into account, the focused spot
on BB′ moves upward (downward) according to Eq. (9.5) and the main spot
stays at the center of the output waveguide as shown in Fig. 9.59(c). Then, beam
movement in the first AWG precisely cancels the focused spot movement on
BB′ and enables us to obtain flat spectral response AWG without causing an
extra loss increase.

AWG1 AWG2

A

A′

B

λ

B′

λ

Figure 9.58 Schematic configuration of the first kind of SBM-type AWG.
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δλ = –0.2 nm

δλ = + 0.2 nm

δλ = 0.0 nm

(a) Field at A–A′ (b) Field at B–B′ when
      δλ is ignored

(c) Field at B–B′ when 
     δλ is considered

Figure 9.59 Focused images on the dotted lines A−A′ and B−B′ for three spectral components
�� = −0�2 nm� 0�0 nm and + 0�2 nm, respectively.

It is clear that the neighboring two peaks cause substantial crosstalk degra-
dation. Therefore, a filter having proper width should be incorporated in the
focal plane AA′ to eliminate the neighboring two images. Hatched regions in
Fig. 9.60 show the filters to improve the crosstalk characteristics. Figure 9.60
shows focused images on AA′ and BB′ when filters are placed for three spectral
components �� = −0�2 nm� 0�0 nm and + 0�2 nm, respectively. Overlap integral
of the focused field (Fig. 9.60(c)) with the LNM in the output-tapered waveguide
gives the spectral response as shown in Fig. 9.61. Theoretical loss of the current
model of AWG is about 4.0 dB, which includes (a) imperfect light capture loss
at the first slab of AWG1 (about 0.85 dB), (b) blocking loss of the neighboring
diffraction orders at the second slab of AWG1 (about 1.45 dB), (c) imperfect
light capture loss at the first slab of AWG2 (about 0.85 dB), and (d) sidelobe
loss as shown in Fig. 9.19 (about 0.85 dB), respectively.

Figure 9.62 shows the schematic configuration of the second kind of SBM-
type AWG [27]. Asymmetrical Mach–Zehnder (AMZ) interferometer and AWG
are arranged in tandem, and the image of AMZ forms the source for the AWG.
The image of AMZ is created on the dotted line AA′. FSR of AMZ is designed
to be equal to the channel spacing of the AWG. Path length difference in
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δλ = –0.2 nm
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(a) Field at A–A′ 
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(c) Field at B–B′ when 
     δλ is considered 

(b) Field at B–B′ when 
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Figure 9.60 Focused images on A−A′ and B−B′ when filters are placed for three spectral compo-
nents �� = −0�2 nm� 0�0 nm and + 0�2 nm, respectively.
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Figure 9.61 Theoretical flat spectral response of the first kind of SBM-type AWG with 100-GHz
channel spacing.
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A BAMZ

A′

λ λ

B′

Figure 9.62 Schematic configuration of the second kind of SBM-type AWG.

AMZ is about 2.07 mm so as to realize FSR = 100 GHz. Operational principle
of the present SBM-type AWG is similar to that of the previous case. Focused
images for 100-GHz-spacing SBM-type 64-ch, 100-GHz AWG are calculated
by the BPM simulations. Figure 9.63 shows field intensity on AA′ and BB′

for three spectral components ��=−0�2 nm� 0�0 nm and + 0�2 nm, respectively.
Here, waveguide gap and 3-dB coupler length of AMZ are 1.5 �m and 360 �m
for the channel waveguide having 2a = 7�0 �m� 2t = 6�0 �m and � = 0�75%,
respectively. Figure 9.63(b) shows the image on BB′ when wavelength change

δλ = 0.0 nm

δλ = –0.2 nm

δλ = +0.2 nm

(a) Field at A–A′ (b) Field at B–B′ when
      δλ is ignored 

(c) Field at B–B′ when
      δλ is considered

Figure 9.63 Focused images on the dotted lines A−A′ and B−B′ for three spectral components
�� = −0�2 nm� 0�0 nm and + 0�2 nm, respectively.
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Figure 9.64 Theoretical flat spectral response of the second kind of SBM-type AWG with 100-GHz
channel spacing.

�� is ignored. When wavelength change �� is taken into account, the image
stays at the center of the output waveguide as shown in Fig. 9.63(c). Field
distribution at �� = 0�0 nm is essentially double peaked, since light is localized
to each core of the 3-dB coupler. Then, aperture width of the output-tapered
waveguide is optimized to 14.5 �m in order to capture the double-peaked light
properly. Overlap integral of the focused field (Fig. 9.63(c)) with the LNM in
the output-tapered waveguide gives the spectral response as shown in Fig. 9.64.
Theoretical loss of the current model of AWG is about 2.5 dB, which includes
(a) imperfect light capture loss at the first slab (about 0.85 dB), and (b) field
mismatch loss between the optical field and the local normal mode (about
0.8 dB), and (c) sidelobe loss as shown in Fig. 9.19 (about 0.85 dB). Crosstalk
degradation at around −35 dB level could be eliminated by incorporating a light
blocking filter on the AA′ plane.

9.5.2. Loss Reduction in AWG

Loss of AWG excluding absorption loss and scattering loss in the wave-
guide is mainly caused by the imperfect light capture loss at the slab and array
interface. There are mainly two origins in the imperfect light capture loss. One
is a spillover loss in which peripheral part of the FFP cannot be captured by
the array waveguides since we cannot place infinitely many array waveguides.
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The other is a mismatch loss of fields in the slab and array waveguides. Field
in the slab is generally a broad Gaussian profile. To the contrary, field in the
array is confined to each waveguide. Therefore, unless the field in the slab is
adiabatically changed into that of the array waveguide, mismatch of the fields
cause imperfect light capture loss. Several techniques were proposed to reduce
the imperfect light capture loss at the slab and array interface [31–34]. Among
them, vertical-taper technique [32] offers the most smooth electric field transition
and substantially reduces the field mismatch loss.

Vertically tapered waveguides are formed between array and slab waveguides
as shown in Fig. 9.65. Vertically tapered waveguides are shown in light gray
color. Height of the vertically tapered waveguide is the same as those of array
waveguides and slab waveguide at the interface and gradually decreases to zero.
Length of the vertical-taper region is Lvt = 500 ∼ 1000 �m. Vertically tapered
waveguide regions are fabricated in the same process as the core by controlling
the conditions of photolithography and etching. Figures 9.66(a) and (b) compare
BPM simulations of light propagation in conventional and vertically tapered
64-ch, 100-GHz AWGs near the interface of the first slab and array waveguides.
In the conventional AWG, typical field mismatch loss amounts to about 0.85 dB
because light field in the first slab encounters abrupt change of the waveguide
structure at the slab–array interface. On the other hand, as shown in (b), Gaussian
field in the first slab region is smoothly (or adiabatically) transformed to the
light field of individual array waveguide. Field mismatch loss is reduced to
about 0.15 dB. Loss reduction by the vertical-taper structure is typically 0.7 dB.
Since AWG is a passive and reciprocal device, we could obtain another 0.7-dB
loss improvement in the second slab region. Figure 9.67 shows electric field
distribution at the interface between the second slab and output waveguides.

First slab

Array waveguides

Vertically tapered
waveguidesLvt

Figure 9.65 Core ridge structure at the interface between the first slab and array waveguides.
Vertically tapered waveguides are shown in light gray color.
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(a) Conventional AWG

0.85 dB loss

(b) Vertically tapered AWG

0.15 dB loss

Figure 9.66 BPM simulations of light propagation in (a) conventional and (b) vertically tapered
AWGs near the interface of the first slab and array waveguides.
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Figure 9.67 Electric field distribution at the interface between the second slab and output wave-
guides in the vertically tapered 64-ch, 100-GHz AWG.
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Figure 9.68 Demultiplexing properties of vertically tapered 64-ch, 100-GHz AWG.

Two peaks at x�±1600 �m represent sidelobes of the adjacent diffraction order
m ∓ 1. When we compare the sidelobe level of Fig. 9.67 with that of Fig. 9.19
of the conventional AWG, sidelobe level is reduced from −6 dB to −18 dB.
Main-lobe loss is then improved by about 0.7 dB when compared with the loss in
Fig. 9.19. In total, we could obtain 0�7 × 2 = 1�4 dB loss reduction. Figure 9.68
shows experimental demultiplexing properties of AWG with vertical taper. Fiber-
to-fiber insertion loss of the AWG is 1.2 dB, which is about 1.4 dB smaller than
the conventional AWG. The loss 1.2 dB includes 0.6-dB fiber coupling losses
at both facets. Therefore, on-chip loss (excluding the fiber coupling loss) is
0.6 dB, in which 0.3 dB is theoretical loss as shown in Fig. 9.66(b) and 9.67
and 0.3 dB is propagation loss of waveguide. Crosstalk of −40 dB has been
achieved in vertical-taper AWG. It is confirmed that vertical-taper structure does
not deteriorate crosstalk characteristics.

9.5.3. Unequal Channel Spacing AWG

In order to realize the very large-capacity WDM systems, DSFs and high
performance wavelength filters are required. The use of very low-dispersion
fiber enhances the efficiency of generation of FWM waves. In WDM systems
with equally spaced channels, all the product terms generated by FWM in the
bandwidth of the system fall at the channel frequencies and thus cause crosstalk
degradation. With proper unequal channel spacing it is possible to suppress
FWM crosstalk by preventing FWM waves from being generated at the channel
frequencies [35, 36]. In the AWGs the focused beam movement �x in the second
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Figure 9.69 Enlarged view of the output waveguides in 8-ch unequal spacing AWG.

slab for the unit wavelength change �� is almost constant as shown in Eq. (9.5).
Therefore, unequally spaced multiplexer can be fabricated by allocating the
output waveguide with unequal spatial spacing. Figure 9.69 shows the enlarged
view of the output waveguides in 8-ch unequal spacing AWG with �x/�� =
25 �m/nm [37]. Core–center separations are determined from unequal channel
specifications and the above dispersion relation. Figure 9.70 is the measured
demultiplexing properties of 8-ch unequal spacing AWG. The channel spacing

Figure 9.70 Demultiplexing properties of 8-ch unequal spacing AWG.
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from port 1 to port 8 agrees quite well with the designed values. The fiber-
to-fiber losses are 2.2–2.7 dB and the crosstalks to neighboring and all other
channels are less than −31 dB.

9.5.4. Variable Bandwidth AWG

Variable bandwidth filters are very important devices in many applications
such as (a) band filtering in WDM systems and (b) ultra-short light pulse gen-
eration by using spectral filtering. A variable bandwidth filter is fabricated by
changing the core aperture width as shown in Fig. 9.71 [38]. The focused beam
movement per unit wavelength at output slab–array interface, which is given
by Eq. (9.5), is almost constant in 1�55 �m region. Therefore variable band-
width filter can be realized by changing the output waveguide core aperture
width. The core aperture widths of input and output waveguides in Fig. 9.71 are
A1 = 10 �m�A2 = 24 �m�A3 = 40 �m and A4 = 54 �m. If we use input/output
waveguide pairs having the same aperture width, the insertion losses always
remain the same. Figure 9.72 shows the measured spectral characteristics of
variable bandwidth filters for �L = 8�6 �m. The 3-dB bandwidths are about
400 GHz, 800 GHz, 1200 GHz and 1600 GHz, respectively. Since the focused

(a) (b)

Figure 9.71 Enlarged view of the input and output waveguides in variable bandwidth AWG.
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Figure 9.72 Measured 3-dB bandwidth characteristics for input/output pairs from A1 to A4 with
�L = 8�6 �m (A1 solid line, A2 dotted line, A3 broken line and A4 dot-broken line).

beam movement per unit wavelength change is proportional to �L, much nar-
rower 3-dB bandwidth filter can be obtained by increasing �L. In the AWG
with �L = 63 �m, 3-dB bandwidths are about 40 GHz, 80 GHz, 120 GHz and
160 GHz, respectively [38].

Pulse width-tunable ultrashort light pulses have been generated by the spectral
filtering of a 100-nm supercontinuum source [39] using variable bandwidth
AWG filters [40]. Figure 9.73(a) shows generated pulse widths with respect to
AWG 3-dB bandwidths. The pulse width decreases from 11 psec to 300 fsec
with increasing AWG bandwidth, while maintaining a constant time-bandwidth
product (Gaussian pulse) as shown Fig. 9.73(b).

9.5.5. Uniform-loss and Cyclic-frequency (ULCF) AWG

In principle, N × N signal interconnection can be achieved in AWG when
FSR of AWG is N times the channel spacing. Here FSR is given by

FSR = nc�0

Ncm
� (9.41)

where v0 is the center frequency of WDM signals. Generally light beams with
three different diffraction orders of m − 1, m and m + 1 are utilized to achieve
N × N interconnections [41]. The cyclic property provides an important addi-
tional functionality as compared to simple multiplexers or demultiplexers and
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(a)

(b)

Figure 9.73 (a) Measured pulse width against AWG bandwidth. (b) Measured time-bandwidth
product against AWG bandwidth.
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plays a key role in more complex devices as add/drop multiplexers and wave-
length switches.

However, such interconnectivity cannot always be realized with the con-
ventional AWGs. Typical diffraction order of AWG with 50–100-GHz channel
spacing is m = 30 ∼ 60 as described in Section 9.3.4. Since FSR is inversely
proportional to m (Eq. 9.29), substantial pass frequency mismatch is brought
by the difference between three FSRs. Figure 9.74 shows measured demulti-
plexing properties of 32-ch, 50-GHz-spacing AWG over three diffraction orders.
Wavelength gap between m-th and �m + 1	-th diffraction orders are smoothly
connected with 50 GHz in the current design based on Eq. (9.10). However,
wavelength gap between m-th and �m−1	-th diffraction orders are about 70 GHz.

By the way, insertion losses of AWG for peripheral input and output ports
are 2–3 dB higher than those for central ports as shown in Figs. 9.23 and 9.24.
The non-cyclic frequency characteristics and loss non-uniformity in conventional
AWGs are main obstacles which prevent the development of practical N × N
routing networks.

Novel 32 × 32 AWG having uniform-loss and cyclic-frequency charac-
teristics is proposed and fabricated to solve the problems in conventional
AWGs. Figure 9.75 shows a schematic configuration of uniform-loss and cyclic-
frequency (ULCF) arrayed-waveguide grating [42]. It consists of 80-channel
AWG multiplexer with 100-GHz spacing and 32 optical combiners which are
connected to 64 output waveguides of the multiplexer. The arc length of slab
is f = 24�55 mm and number of array waveguides is 300 having the constant
path length difference �L = 24�6 �m between neighboring waveguides. The
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Figure 9.74 Measured demultiplexing property of 32-ch, 50-GHz-spacing AWG over three diffrac-
tion orders.
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Figure 9.75 Schematic configuration of uniform-loss and cyclic-frequency AWG.

diffraction order is m= 23 which gives a free spectral range of FSR = 8 THz. In
the input side, 32 waveguides ranging from #25 to #56 are used for the input
waveguides so as to secure the uniform loss characteristics. In the output side,
two waveguides (�i + 8	-th and �i + 40	-th waveguide for i = 1–32) are com-
bined through waveguide intersection and MMI coupler [43] to make one output
port. Since the peripheral output ports are not used, uniform loss characteristics
are obtained. The inset of Fig. 9.75 shows the principle of how the ULCF-
AWG is constructed. In this example a 4 × 4 ULCF AWG is fabricated from a
10 × 10 original AWG. Multiplexed signals with wavelength �4� �5� �6 and �7

which are coupled to input port #4 are demultiplexed into output waveguides
from #5 to #8. When signals �4� �5� �6 and �7 are coupled to input port #5,
signal component �4 is folded back into output waveguide #8 through the opti-
cal combiner. This is the operational principle of the ULCF AWG. In order to
compare filter characteristics of ULCF AWG with the conventional AWG, inser-
tion loss characteristics and demultiplexing properties in conventional AWG
are first presented. Figure 9.76(a) shows measured insertion losses for entire
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Figure 9.76 (a) Measured insertion losses for entire 32 × 32 input/output combinations in the
conventional AWG. (b) Measured channel center frequency deviations for entire 32×32 input/output
combinations in the conventional AWG.
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input/output combinations in the conventional AWG. The peak-to-peak loss vari-
ation is 4.7 dB (minimum loss �min = 3�1 dB, maximum loss �max = 7�8 dB) and
the standard deviation is �loss = 1�0 dB. Figure 9.76(b) shows deviations of the
channel pass frequency from the prescribed grid frequencies. The peak-to-peak
variation is 75.6 GHz ��vmin = −44�5 GHz� �vmax = 31�1 GHz	 and the standard
deviation is �freq = 16�7 GHz. Major reason for pass frequency mismatch is the
difference of FSR in neighboring diffraction orders. Figures 9.77(a) and (b)
show insertion losses and channel pass frequency deviations for 32-input/32-
output combinations in the ULCF AWG. The peak-to-peak loss variation is
reduced to 1.04 dB ��min = 6�63 dB��max = 7�67 dB	 and the standard devia-
tion is �loss = 0�2 dB. The peak-to-peak frequency variation is also reduced to
22.3 GHz ��vmin = −6�8 GHz� �vmax = 15�5 GHz	 and the standard deviation is
�freq = 4�4 GHz. The crosstalk of the AWG is about −26 dB.

Figure 9.78 illustrates the functionality of ULCF AWG router for N × N
interconnections. In this example, the wavelength router has N�= 5	 input and
N�=5	 output ports. Each of the N input ports can carry N different wavelengths.
The N wavelengths coupled into, for example, input port 3 are distributed
among output ports 1 to N . The N wavelengths carried by other input ports
are distributed in the same way, but cyclically rotated. In this way each output
port receives N different wavelengths, one from each input port. To realize
such an interconnectivity scheme in a strictly non-blocking way using a single
wavelength, a huge number of switches would be required. Using the cyclic
property of ULCF AWG, this functionality can be achieved with only one AWG.
An example of all optical N × N�N = 5	 interconnection system using AWG
as a router is shown in Fig. 9.79. Figure 9.79(a) shows the physical topology
between AWG router and N nodes. Some routers may be used for connection
to other networks. Based on the interconnectivity of AWG in Fig. 9.78, the
resulting logical connectivity patterns become N × N star network as shown
in Fig. 9.79(b). All the nodes can communicate with each other at the same
time, thus enabling N 2 optical connections simultaneously. Signals can be freely
routed by changing the carrier wavelength of the signal. When combined with
the wavelength conversion lasers, this AWG router can construct signal routing
networks without using space-division optical switches [44, 45].

9.5.6. Athermal (Temperature Insensitive) AWG

Temperature sensitivity of the pass wavelength (frequency) in the silica-
based AWG is about d�/dT =1�2×10−2�nm/ deg	�d�/dT =−1�5�GHz/ deg		,
which is mainly determined by the temperature dependence of silica glass itself
(dnc/dT = 1�1 × 10−5�1/ deg		. The AWG multiplexer should be temperature
controlled with a heater or a Peltier cooler to stabilize the channel wavelengths.
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Figure 9.77 (a) Measured insertion losses for entire 32 × 32 input/output combinations in the
uniform-loss and cyclic-frequency AWG. (b) Measured channel center frequency deviations for
entire 32 × 32 input/output combinations in the uniform-loss and cyclic-frequency AWG.
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Figure 9.78 Schematic diagram illustrating N × N interconnections in a wavelength router.

This requires the constant power consumption of few watts and a lot of equip-
ments for the temperature control. Various kinds of AWG configuration to
achieve an athermal operation have been proposed [46–49].

Figure 9.80 shows a schematic configuration of athermal AWG in which tem-
perature dependent optical path length change is compensated by the movement
of the input fiber position. The input coupling device consists of three parts:
namely one part holding the input fiber, an additional post to fix the whole
coupling device to the chip and a metal (aluminium) compensating rod between
them. The compensating rod is made of a material with a high thermal expansion
coefficient �rod. It changes its length with the ambient temperature T and shifts
the input fiber along the endface of the slab waveguide to compensate for the
thermal drift of the pass wavelength in AWG.

An effective wavelength in the waveguide at T is given by �0/nc�T	. When
temperature is changed from T to T + �T , the effective index nc becomes
nc�T +�T	=nc�T	+�T ·dnc/dT . Then the effective wavelength in the wave-
guide at T + �T is expressed by

�0

nc�T + �T	
= �0

nc�T	 + dnc

dT
· �T

�
�0 − �0

nc

dnc

dT
· �T

nc�T	
� (9.42)



Functional AWGs 487

Figure 9.79 All optical N ×N interconnection system using ULCF AWG as a router: (a) Physical
topology. (b) Resulting logical connectivity.
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Figure 9.80 Configuration of athermal AWG with temperature compensating input position. (After
Ref. [46]).

It is known from Eq. (9.42) that the effective-index variation by the temperature
change �T is equivalent to the wavelength change �� with the amount of

�� = −�0

nc

dnc

dT
· �T� (9.43)

Since the dispersion of the focal position x with respect to the wavelength change
is given by Eq. (9.5), shift of the focal position x with respect to the temperature
variation is obtained by

�x = Ncf�L

nsd
· dnc

dT
· �T

nc

� (9.44)

On the other hand the thermal expansion of the compensating rod shifts the input
fiber by

�x = ��rod − �chip	L�T� (9.45)

where L is the length of the compensating rod, �rod and �chip are thermal
expansion coefficients of the input coupling device and AWG chip, respectively.
Then we obtain the requirement for the temperature compensating device as

��rod − �chip	L = Ncf�L

nsd
· 1
nc

dnc

dT
� (9.46)
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Figure 9.81 Shift of several channel’s peak transmission with temperature (After Ref. [46]).

Figure 9.81 shows the shift of several channel’s peak transmission with
temperature for a 200 GHz module. The temperature is varied from −35 to
+80
C. The center wavelength of the AWG filter is tuned back to the desired
value, and becomes nearly independent of the ambient temperature. This method
may be applied to spectrographs and phased array filters realized in any material.

Figure 9.82 shows a schematic configuration of athermal AWG without having
any moving parts. Temperature dependent optical path difference in silica wave-
guides is compensated with a trapezoidal groove filled with silicone adhesive
which has negative thermal coefficient. Since the pass wavelength is given by
�0 =nc�L/m, optical path length difference nc�L should be made insensitive to
temperature. Therefore the groove is designed to satisfy the following conditions

nc�L = nc�� + n̂c��̂ (9.47)

and

d�nc�L	

dT
= dnc

dT
�� + dn̂c

dT
��̂ = 0� (9.48)

Arrayed waveguides

Output waveguides

Output fibres

Silicone

Input fibre

Slab

Slab

Polyimide half waveplate

Figure 9.82 Schematic configuration of athermal AWG. (After Ref. [47]).



490 Planar Lightwave Circuits

Figure 9.83 Temperature dependences of pass wavelengths. (After Ref. [47]).

where n̂ is the refractive index of silicone and �� and ��̂ are the path length dif-
ferences of silica waveguides and silicone region, respectively. Equation. (9.47) is
a condition to satisfy the AWG specifications and Eq. (9.48) is the athermal con-
dition. The temperature sensitivity of silicone is dn̂c/dT =−37 × 10−5�1/ deg	.
Therefore the path length difference of silicone is ��̂���/37. Figure 9.83 shows
temperature dependencies of pass wavelengths in conventional and athermal
AWGs. The temperature dependent wavelength change has been reduced from
0.95 nm to 0.05 nm in the 0–85
C range. The excess loss caused by the groove
is about 2 dB which is mainly a diffraction loss in the groove. The insertion loss
caused by diffraction loss can be reduced by segmenting a single trapezoidal
silicone region (Fig. 9.84(a)) into multiple groove regions (Fig. 9.84(b)) [50].
Groove width w and separation d are 15 �m and 50 �m, respectively. In the seg-
mented groove regions, light beam is periodically focused. Therefore insertion
loss is reduced to about 0.4 dB. Figure 9.85 shows loss change at 1552.52 nm
during heat cycles from −40 to 85
C. Loss change is smaller than 0.2 dB. Fur-
thermore, the channel wavelength change is less than 0.02 nm in a long-term test
over 5000 hours at 75
C and 90% relative humidity [47].

9.5.7. Multiwavelength Simultaneous Monitoring
Device Using AWG

Wavelength monitoring and stabilizing of the multiple signals are very impor-
tant in WDM systems. Wavelength crossover properties of etched grating or
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(b)

Figure 9.84 Athermal configurations with (a) a single trapezoidal silicone region and (b) multiple
segmented groove regions.

AWG multiplexers have been confirmed to be useful for the multi-wavelength
simultaneous monitoring (MSM) scheme [51, 52]. However, there has been no
MSM device which is applicable to both equally and unequally spaced WDM
systems. A novel MSM device is proposed and fabricated [53] which is applicable
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Figure 9.85 Loss variation under heat cycle test from −40 to 85 
C. (After Ref. [47]).

not only to the equally spaced WDM systems but to the unequally spaced
WDM systems aiming at the suppression of FWM problems (Section 9.5.3).
Figure 9.86 shows the schematic configuration of the MSM device using AWG.
In the present MSM device, the spectral transmission loss characteristics of the
two diffraction beams are devised to cross at the signal wavelength. The AWG
consists of 8 signal input and 8 monitor input waveguides, two focusing slab
regions with arc length of f =9�36 mm and array of 120-ch waveguides with the
constant path length difference �L = 61 �m between neighboring waveguides.
These AWG parameters are the same as those in Section 9.5.3. On the output
side, there are 8 signal output waveguides and two monitor ports. Since monitor
input/output ports are independent of the signal input/output ports, the present
device can be used not only as the wavelength monitoring device but also as
the WDM multi/demultiplexer simultaneously. The MSM is based on the AWG
operating principle that two diffraction beams appear when light is coupled to the
off-center input port as shown in Fig. 9.10(b). Figure 9.87 shows schematically
the light focusing properties in the second slab region. Since two monitor output
ports are slightly shifted inwards from their maximum coupling positions for the
i-th center wavelength �ch�i	, spectral transmission losses of the two diffraction
beams cross at �ch�i	. Transmission loss of monitor #1 becomes larger than that
of monitor #2 for � < �ch�i	 [Fig. 9.87(a)]. To the contrary, transmission loss of
monitor #1 becomes smaller than that of monitor #2 for �>�ch�i	 [Fig. 9.87(b)].
Therefore, error signal for the wavelength matching can easily be obtained from
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Figure 9.86 Schematic configuration of multiwavelength simultaneous monitoring (MSM) device
using arrayed-waveguide grating.
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Figure 9.87 Light focusing properties for the two diffraction beams in the second slab region.
(a) � < �ch�i	.
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Monitor #2 Monitor #1

Figure 9.87 (Continued) (b) � > �ch�i	.

the loss difference between two monitor ports without dithering of the monitor
light. The measured demultiplexing properties in the 8 signal output ports are
almost the same as those in Fig. 9.70. Since each monitor input port is placed
where the corresponding signal input port is off-center shifted so as to produce
two diffraction beams with equal intensity, crossover transmission loss proper-
ties are obtained for each monitor input port minp as shown in Fig. 9.88. Solid
and dotted curves indicate losses measured at monitor output port #1 and #2,
respectively. For the multi-wavelength monitoring, each monitor input signal
should be sampled in proper time sequence because many monitor signals with
different wavelengths are sent to monitor ports #1 and #2. Figure 9.89 shows the
discrimination curves, which are loss differences between monitor #2 and #1,
for each monitor input port minp. Each arrow indicates the location of the center
wavelength of the unequally spaced WDM as shown in Fig. 9.70. The slope
coefficient of the discrimination curve ranges from −0�65 to −0�94 dB/GHz
and the monitoring range is about ±0�37 nm. In the practical wavelength match-
ing scheme, the present MSM device should be first stabilized to the stable
reference laser wavelength. Then many WDM signal light sources are moni-
tored and locked by utilizing crossover transmission loss properties of the MSM
device.
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Figure 9.88 Crossover transmission loss properties for each monitor input port minp. Solid and
dotted curves indicate losses measured at monitor output port #1 and #2, respectively.

Figure 9.89 Discrimination curves of the MSM which are loss differences between monitor #2
and #1 for each monitor input port.

9.5.8. Phase Error Compensation of AWG

Crosstalk improvement is the major concern for the AWG multiplexers, espe-
cially for narrow channel spacing AWGs and N × N AWG routers. Crosstalks
to other channels are caused by the sidelobe of the focused beam in the second
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slab region. These sidelobes are mainly attributed to the phase fluctuations of
the total electric field profile at the output side array–slab interface since the
focused beam profile is the Fourier transform of the electric field in the array
waveguides. The phase errors are caused by the non-uniformity of effective-
index and/or core geometry in the arrayed-waveguide region. Phase errors in the
AWGs are measured by using Fourier transform spectroscopy [30]. Figure 9.90
shows the measured phase error distribution in 16-ch, 100-GHz-spacing AWG.
Measured crosstalk of the multiplexer is about −30 dB as shown by open circles
in Fig. 9.91. Since phase errors with low spatial frequency generate sidelobe
near the main focused beam, the slow phase variations are most harmful for the
crosstalk characteristics as described in Section 9.4.1. The peak-to-peak phase
fluctuation in Fig. 9.90 is about ±10�deg	 over the 20 mm average path length
L�≈ 13000�	. Ten-degree phase variation over 20 mm path length corresponds
to 2�1 × 10−6 effective-index fluctuation in the array waveguides. If the phase
errors were eliminated, we could obtain about −50 dB crosstalk in 100 GHz-
spacing AWG as shown by the theoretical curve in Fig. 9.91. The reason why
we could not obtain sufficiently lower crosstalk as shown in Fig. 9.18 is that
there still remain the amplitude errors. This calculation curve takes into account
the measured amplitude distributions. Therefore we should note here that even
when phase errors were eliminated, crosstalks are generated by the amplitude
errors (amplitude irregularities) of the electric field profile.

In order to improve the crosstalk characteristics of AWGs, phase error
compensation experiment is carried out using 160-ch, 10-GHz-spacing, ultra-
narrow AWG filter [54]. Figures 9.92(a) and (b) show a collective phase-error
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Figure 9.90 Measured phase error distribution in 16-ch, 100-GHz-spacing AWG.
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Figure 9.92 (a) Configuration of collective phase-error compensation technique and
(b) UV LASER irradiation through metal mask. (After Ref. [54]).

compensation technique using UV laser light through metal mask [54]. The win-
dow length of the metal mask is proportional to the phase error in each array
waveguide to be compensated. Since phase errors for TE and TM modes are dif-
ferent and also UV photosensitivity is different for two polarizations, two metal
masks are used. Initial crosstalk of 160-ch, 10-GHz AWG before phase-error
compensation was about 25 dB. After 4-hour ArF UV laser irradiation, phase
errors are almost completely eliminated and crosstalk was reduced down to less
than −36 dB as shown in Fig. 9.93. Annealing of the AWG, which is similar to
fiber gratings, can stabilize UV photo-induced refractive-index change.
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Figure 9.94 The narrowest channel spacing AWG with 1-GHz channel spacing and 16 channels.
(After Ref. [55]).

Figure 9.94 shows the narrowest channel spacing AWG reported so far [55].
The channel spacing and number of channels are 1 GHz and 16, respectively.
Since path length difference �L�= 12�6 mm	 is quite long, phase-error compen-
sation is inevitable to obtain reasonable crosstalk characteristics. Transmission
spectra of 16-ch, 1-GHz-spacing AWG are shown in Fig. 9.95. Crosstalk and
fiber-to-fiber loss are −14 ∼ −16 dB and 8 ∼ 11 dB, respectively. Broadband
spectra of edge-emitting LED were filtered by the 1-GHz spacing AWG. AWG
was placed on a commercial thermoelectric cooler with ±0�1
. Measured fluctu-
ation of the pass-band frequency was ±0�16 GHz. This device could be used as
a wavelength standard for WDM systems and microwave filtering in sub-carrier
multiplexed signals.
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9.5.9. Tandem AWG Configuration

The maximum available wafer size of PLC is limited by the fabrication
apparatus such as deposition machine, electric furnace and mask aligner, etc.
Therefore, it is not so easy to fabricate AWG with larger channel numbers.
One possible way to increase the total number of channels is to use two kinds
of AWGs, which are cascaded in series. In order to realize much larger chan-
nels, for example 1000 channels, tandem concatenation is extremely important.
Figure 9.96 shows the configuration of 10 GHz-spaced 1010-ch WDM filter that
covers both the C and L bands [56]. It consists of a primary 1×10 flat-top AWG
(AWG #k with k=1� 2� � � � � 10) with a 1-THz channel spacing and ten secondary
1 × 101 AWGs with 10-GHz spacing and 200 channels. Phase errors of the
secondary AWGs were compensated for by using the photo-induced refractive-
index change as described in Section 9.5.8. Crosstalks of secondary AWGs are
around −32 dB and the sidelobe levels in these passbands are less than −35 dB.
The tandem configuration enables us to construct flexible WDM systems; that
is, secondary AWGs can be added when bandwidth demands increases. Also,
this configuration will be essential for the construction of hierarchical cross-
connect (XC) systems such as fiber XC, band XC and wavelength XC. Output
port #k�k = 1� 2� � � � � 10	 of the primary AWG is connected to the input port of
AWG #k through an optical fiber. Two conditions are imposed on these AWGs.
First, the center wavelength of 200 channels of AWG #k should be designed
to coincide with that of the flat-top passband #k from primary AWG output
#k. Then passband #k is sliced with the AWG #k without any noticeable loss.
Second, the sidelobe components of flat-top passband #k are removed as shown
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Figure 9.96 Configuration of 10 GHz-spaced 1010-ch tandem AWG. (After Ref. [56]).

in the inset of Fig. 9.96. Therefore, one passband within the FSR is obtained
from one output port of AWG #k. From every AWG #k 101 wavelengths are
selected. Figure 9.97 shows the demultiplexing properties of all the channels
of the tandem AWG filter. There are a total of 1010 channels and they are all
aligned at 10 GHz intervals with no channel missing in the 1526 to 1608 nm
wavelength range. The loss values ranged from 13 to 19 dB. The main origin of
the 13 dB loss is 10 dB intrinsic loss of the primary AWG. This could be reduced
by about 9 dB when a 1 × 10 interference filter is used instead of flat-top AWG.

The maximum 4200-ch AWG with 5-GHz channel spacing has also been
fabricated by using the tandem configuration [57–59].

9.6. RECONFIGURABLE OPTICAL ADD/DROP
MULTIPLEXER (ROADM)

A reconfigurable optical add/drop multiplexer (ROADM) is a device that
gives simultaneous access to all wavelength channels in WDM communication
systems. A novel integrated-optic ROADM was fabricated and basic functions
of individually routing 16 different wavelength channels with 100-GHz channel
spacing was demonstrated [60]. The waveguide configuration of 16-ch optical
ADM is shown in Fig. 9.98. It consists of four AWGs and 16 double-gate
thermo-optic (TO) switches. Four AWGs are allocated with their slab regions
crossing each other. These AWGs have the same grating parameters; they are, the
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Figure 9.98 Waveguide configuration of 16-ch optical ADM with double-gate TO switches.

channel spacing of 100 GHz and the free spectral range of 3300 GHz (26.4 nm)
at 1�55 �m region. Equally spaced WDM signals, �1� �2� � � � � �16, which are
coupled to the main input port (add port) in Fig. 9.98 are first demultiplexed
by the AWG1�AWG2	 and then 16 signals are introduced into the lefthand-side
arms (righthand-side arms) of double-gate TO switches. The cross angle of the
intersecting waveguides are designed to be larger than 30
 so as to make the
crosstalk and insertion loss negligible [61]. Figure 9.99 shows one unit of double-
gate switch, which consists of four Mach–Zehnder interferometers (MZIs) with
thermo-optic phase shifters and an intersection. Any optical signal coupled into
port Ain or Bin passes through the cross port of either one of the four MZIs before
reaching output port Aout or Bout. In the single-stage MZI, the light extinction
characteristics of the cross port is much better than that of the through port
even when the coupling ratio of directional coupler is deviated from 3 dB [62].
Therefore, the crosstalk of double-gate switch becomes substantially improved
than that of the conventional single-stage TO switch.

Here “off” state of double-gate switch is defined as the switching condi-
tion where signal from left input port (right input port) goes to right output
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Figure 9.99 Schematic configuration of double-gate switch.

port (left output port) in Fig. 9.98. The “on” state is then defined as the con-
dition where signal from left input port (right input port) goes to left output
port (right output port). When double-gate switch is “off”, the demultiplexed
light by AWG1�AWG2	 goes to the cross arm and multiplexed again by the
AWG3�AWG4	. On the other hand, if double-gate switch is “on” state the demul-
tiplexed light by AWG1�AWG2	 goes to the through arm and multiplexed by
the AWG4�AWG3	. Therefore, any specific wavelength signal can be extracted
from the main output port and led to the drop port by changing the correspond-
ing switch condition. Signals at the same wavelength as that of the dropped
component can be added to the main output port when it is coupled into add
port in Fig. 9.98.

Figure 9.100 shows light transmission characteristics from main input port to
main output port (solid line) and drop port (dotted line) when all TO switches are
“off”. The on–off crosstalk is smaller than −33 dB with the on-chip losses of 7�8 ∼
10�3 dB. When TO switches SW2� SW4� SW6� SW7� SW9� SW12� SW13 and SW15,
for example, are turned to “on”, the selected signals �2� �4� �6� �7� �9� �12� �13 and
�15 are extracted from main output port (solid line) and led to the drop port
(dotted line) as shown in Fig. 9.101. The on-off crosstalk is smaller than −30 dB
with the on-chip losses of 8 ∼ 10 dB. Since optical signals pass through both
AWG3 and AWG4 the crosstalk level here is determined by the crosstalk in the
arrayed waveguides.

Figure 9.102 is a waveguide configuration of athermal 16-ch ROADM [63].
Silicone-type athermal technique is incorporated in the ROADM. Transmission
spectra become almost insensitive to temperature change as shown in Fig. 9.103.

Though the electric power necessary to drive double-gate switch becomes
two times larger than the conventional TO switch, the power consumption itself
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Figure 9.101 Transmission spectra from main input port to main output port and drop port when
TO switches SW2� SW4� SW6� SW7� SW9� SW12� SW13 and SW15 are “on”.

can be reduced to almost 1/5 ∼ 1/2 when bridge-suspended phase shifter [64]
or trench and groove structure [65] are utilized. The present ROADM can
transport all input signals to the succeeding stages without inherent power losses.
Therefore, these ROADMs are very attractive for all optical WDM routing
systems and allow the network to be transparent to signal formats and bit rates.
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Figure 9.102 Configuration of athermal 16-ch ROADM. (After Ref. [63]).

Figure 9.103 Transmission spectra of athermal 16-ch ROADM. (After Ref. [63]).

9.7. N × N MATRIX SWITCHES

Space-division optical switches are one of the indispensable optical devices
for the reconfigurable interconnects in a cross-connect systems, fiber-optic
subscriber line connectors, and photonic inter-module connectors [3, 66, 67].
Figure 9.104 shows the logical arrangement of a 16 × 16 strictly non-blocking
matrix switch with a path-independent insertion loss (PI-Loss) configuration [68].
This arrangement is quite advantageous for reducing total circuit length since
it requires only N switching stages to construct N × N switch. The switching
unit consists of double-gate switch which has been described in Section 9.6.
The circuit layout of the 16 × 16 matrix switch is shown in Fig. 9.105. Six-
teen switching stages are allocated along the serpentine waveguides. There are
16 switching units in one switching stage. The total circuit length is 66 cm.
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Figure 9.104 Logical arrangement of a 16 × 16 matrix switch. (After Ref. [68]).

Figure 9.105 Circuit layout of the 16 × 16 matrix switch. (After Ref. [68]).

The fabricated switching unit requires bias power even when it is in the “off”
state due to the waveguide phase (optical path length) errors. The phase error
in each switching unit is permanently eliminated by using a phase-trimming
technique, in which high temperature local heat treatment produces permanent
refractive-index change for either of the arms of the MZIs. Figure 9.106 shows
switching characteristics for one input–output combination when heater power
to the second MZI are fixed at 0 mW and 500 mW, respectively. The extinction
ratio when 1st and 2nd MZIs are activated simultaneously becomes double of
the single MZI. Therefore extremely high extinction ratio of 67 dB has been
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Figure 9.106 Switching characteristics for typical input–output combination. (After Ref. [68]).

successfully achieved with 6.6 dB insertion loss. Figures 9.107(a) and (b) shows
measured insertion losses and extinction ratios for all 256 input and output con-
nection patterns, respectively. The insertion loss ranges from 6.0 dB to 8.0 dB,
with an average of 6.6 dB. The extinction ratio ranges from 45 dB to 67 dB, with
an average of 55 dB. The total electric power for operating the 16 × 16 matrix
switch is about 17 W (1.06 W for each switching unit).
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Figure 9.107 Measured (a) insertion losses.
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Figure 9.107 (Continued) (b) extinction ratios for all 256 input and output connection patterns.
(After Ref. [68]).

9.8. LATTICE-FORM PROGRAMMABLE
DISPERSION EQUALIZERS

The transmission distance in optical fiber communications has been greatly
increased by the development of erbium-doped fiber amplifiers. In consequence,
the main factor limiting the maximum repeater span is now the fiber chromatic
dispersion. Several techniques have been reported to compensate for the delay
distortion in optical stage [69–75]. An advantage of the PLC optical delay
equalizer [73–75] is that variable group-delay characteristics can be achieved by
the phase control of silica waveguides. The basic configuration of the PLC delay
equalizer is shown in Fig. 9.108. It consists of N�= 8	 asymmetrical MZIs and
N + 1�= 9	 tunable couplers, which are cascaded alternately in series. The cross
port transfer function of the optical circuit is expressed by a Fourier series as

H�z	 =
N∑

k=0

akz
−k+N/2� (9.49)

where z denotes exp�j2
��t	 (�: optical frequency, �t = nc�L/c: unit delay
time difference in asymmetrical MZI) and ak is the complex expansion coeffi-
cient. The circuit design procedures are as follows. First the equalizer transfer
function to be realized is expressed by the analytical function. Then coefficients
a′

ks are determined by expanding the analytical function into a Fourier series.
Finally coupling ratio ��i	 and phase shift value ��i	 in each stage of lattice
filter are determined by the filter synthesis method [6].
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Figure 9.108 Basic configuration of the PLC delay equalizer.

In high speed optical fiber transmission systems (> 40 Gbit/s), the effect of
the higher order dispersion (third order dispersion or dispersion slope) in the DSF
is one of the major factors limiting the transmission distance [76]. Programmable
dispersion equalizers can be designed so as to compensate for the higher order
dispersion of DSFs. Figure 9.109(a) shows the measured power transmittance
and relative delay time of the PLC higher order dispersion equalizer [77,
78]. The dispersion slope of the equalizer is calculated to be −15�8 ps/nm2.
Figure 9.109(b) is the relative delay of the 300-km DSF. The dispersion slope
of DSF is 0�05 ∼ 0�06 ps/nm2/km. Therefore, the equalizer can compensate the
higher order dispersion of ∼300-km of DSF. Figure 9.109(c) shows the relative
delay time of 300-km DSF cascaded with the equalizer. The positive disper-
sion slope of the DSF is almost completely compensated by the PLC equalizer.
Figure 9.110 shows pulse waveforms of (a) input pulse to the DSF, (b) output
pulse from 300-km DSF and (c) output pulse from “300-km DSF + equalizer”,
respectively. The trailing ripples in Fig. 9.110(b) are caused by the dispersion
slope of DSF since the delay times for the peripheral signal components are
larger than that for the central signal components (Fig. 9.109(b)). However,
the trailing ripples have been eliminated by the dispersion compensation with
PLC equalizer (Fig. 9.110(c)). 200 Gbit/s time-division-multiplexed transmission
experiment using a dispersion slope equalizer has been carried out over 100-km
fiber length [78]. The pulse distortion caused by the dispersion slope was almost
completely recovered, and the power penalty was improved by more than 4 dB.



510 Planar Lightwave Circuits

(a)

R
el

at
iv

e 
de

la
y

tim
e 

(p
se

c)

P
ow

er
tr

an
sm

itt
an

ce
 (

dB
)

20
18
16
14
12
10
8
6
4
2
0

–100 –50
–5

–4

–3

–2

–1

0

0 50 100
(λ0 = 1,549.44 nm)

Relative frequency (GHz)

(c)

R
el

at
iv

e 
de

la
y

tim
e 

(p
se

c)

20
18
16
14
12
10
8
6
4
2
0
–100 –50 0 50 100

(λ 0 = 1,549.44 nm)
Relative frequency (GHz)

(b)

R
el

at
iv

e 
de

la
y

tim
e 

(p
se

c)

20
18
16
14
12
10
8
6
4
2
0
–100 –50 0 50 100

(λ 0 = 1,549.44 nm)
Relative frequency (GHz)

Figure 9.109 Relative delay times of (a) PLC higher order dispersion equalizer and measured
power transmittance, (b) 300-km DSF and (c) 300-km DSF + equalizer. (After Ref. [78]).



Temporal Pulse Waveform Shapers 511

(a)

2.6 ps

Input
8 ps/DIV.

(b)

4.6 ps

300 km DSF
8 ps/DIV.

(c)

3.8 ps

300 km DSF +
Equalizer
8 ps/DIV.

Figure 9.110 Pulse waveforms of (a) input pulse to the DSF, (b) output pulse from 300-km DSF
and (c) output pulse from 300-km DSF + equalizer. (After Ref. [78]).

9.9. TEMPORAL PULSE WAVEFORM SHAPERS

Shaping and encoding the optical pulse waveforms are very important for a
variety of applications in optical communications, optical radar and picosecond
and femtosecond spectroscopy. Control of the pulse temporal profile is achieved
by spatially dispersing the optical frequency components, whose amplitude and
phase are arbitrarily weighted and multiplexing them again into a single optical
beam. Weiner et al. [79] first demonstrated a technique for optical pulse shaping
using a grating pair as a dispersive element and masks for amplitude and phase
filtering. Since they used a grating pair, the size of the experimental apparatus
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was of the order of 1 m2. Also the weighting function for the amplitude and
phase masks were fixed because they fabricated them by metal deposition and
reactive-ion etching of the silica glass.

Schematic configuration of fully integrated-optic temporal pulse waveform
shaper is shown in Fig. 9.111 [80]. It consists of AWG pair for demultiplexing
�AWG1	 and multiplexing �AWG2	 the spectral components of mode-locked
optical pulses and TO switches and phase shifters for arbitrarily patterning the
spectral components. Channel spacing and the total number of channels of AWG
are 40 GHz and 80, respectively, which are centered at �0 = 1�55 �m. Among
80 channels of AWG 32 channels are used for spectral filtering. Array of 32
TO switches and phase shifters are allocated between the AWG pair. All of
the optical path lengths from AWG1 to AWG2 are made equal with employing
path adjustment waveguides. Switching ratio of each TO switch, which can be
controlled essentially from 0 to 1, is measured by using the monitor port. Also,
the amount of phase shift in each path is determined by comparing the relative
phase difference with the reference arm, which is not shown in Fig. 9.111. The
fiber-to-fiber insertion loss is 12 dB and the extinction ratio is about 30 dB.
Then, the dynamic range of the pulse shaper is about 30 dB. The average electric
power for TO switch is about 300 mW. The minimum controllability of the
electric power is 1 ∼ 2 mW. This enables us to obtain 0.1 ∼ 0.2 dB amplitude

Signal input Signal output

AWG1 AWG2

Phase 
shifters

TOSWs

Phase 
shifters

Path length
equalization

Monitor port

Figure 9.111 Schematic configuration of temporal pulse waveform shaper.
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controllability. The average electric power necessary to obtain 
 phase shift
is also about 300 mW. According to the previous minimum controllability of
electric power, the resolution of the phase shifter is about 
/100.

Temporal pulse waveform shaper can be utilized in a variety of applications
for optical pulse multiplexing, pulse waveform shaping, frequency chirping com-
pensation and frequency-encoding code division multiplexing (FE-CDM) etc.
Optical pulse multiplication for N times can easily be accomplished by filtering
the line spectral components of the mode-locked pulse in every N interval.

The square shaped optical pulse is a particularly useful pulse shape with poten-
tial application to nonlinear-optical metrology, coherent transient spectroscopy
and future all-optical switching and optical demultiplexing [81, 82]. Figure 9.112
shows the schematic temporal pulse waveforms and frequency spectra in the
square pulse generation scheme. The frequency spectra of a mode-locked pulse
train with the waveform f�t	 = Asech�t/t0	 is given by

F�f	 =
�∑

m=−�
Asech�
2t0�f − f0	
�

(
f − f0 − m

T

)
� (9.50)

where f0� T and t0 denote center frequency, pulse interval and pulse width
(FWHM width � = 2cosh−1

√
2 · t0 � 1�763t0), respectively. In order to generate
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Figure 9.112 Schematic pulse waveforms and frequency spectra in square pulse generation
scheme.
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square pulses with rise and fall times of �t2 − t1	, the corresponding sinc-like
frequency spectra with the form

G�f	=
�∑

m=−�

sin�
�t2 + t1	�f − f0	



�t2 + t1	�f − f0	
· cos�
�t2 + t1	�f − f0	


1 − �2�t2 − t1	�f − f0	

2
��
(
f − f0 − m

T

)
�

(9.51)
should be synthesized. Then, the amplitude and phase weighting function H�f	
of the pulse shaper for each spectral component is determined by H�f	 =
G�f	/F�f	. Here, we assume T = 25 ps� � = 8 ps� t1 = 3�3 ps� t2 = 5�3 ps and
f0 = 1�931 THz ��0 = 1�552524 �m	.

Figures 9.113(a) and (b) show the experimental original spectra and auto-
correlated pulse waveforms [83], respectively. The original pulse had a full
width at half maximum (FWHM) width of � = 0�9 ps, whose auto-correlation
is shown in Fig. 9.113(b). Figures 9.114(a) and (b) show synthesized spectra
and corresponding cross-correlated pulse waveforms for designed pulse widths
of � = 11�9 ps. Dotted and solid lines show designed and experimental values,
respectively. The ripples in the flat-top pulse region are caused by the finite
available bandwidth, and are estimated to be 0.1 dB compared with the calculated
values of 0.2 dB. The rise and fall time (10 to 90%) is 2.9 to 5.4 ps, while the
designed values are 1.5 ps for both. The deterioration in the rise and fall time
is mainly brought about by phase setting errors that originated in the thermal
crosstalk among the phase shifters used for TO phase adjustment. Phase setting
errors could be reduced by using heat-insulating grooves [64].
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Ref. [83]).
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9.10. COHERENT OPTICAL TRANSVERSAL FILTERS

Optical delay-line filters are attractive devices for performing a variety of sig-
nal processing operations at ultrahigh-speed data rates [84]. Schematic configura-
tion of the fabricated 16-tap coherent transversal filter is shown in Fig. 9.115 [85].
It consists of 1 × 16 MMI splitter for signal splitting, delay arms with fixed path
length difference ��L = 400 �m	, TO switches and phase shifters for arbitrarily
weighting the signal and 16 × 1 MMI combiner to combine 16 tapped signals.
The device is fabricated using silica-based planar lightwave circuits. The core
size and refractive-index difference of the waveguides are 7 �m × 7 �m and
0.75%, respectively. The minimum bending radius is 5 mm and the chip size
is 90 mm × 60 mm. Monitor ports are used to measure and fix the weighting
coefficients of TO switches. The 3-dB couplers in TO switches are 2 × 2 MMI
couplers. Although they have inherent loss of about 0.1 dB for each 2 × 2 MMI
coupler, crosstalk characteristics become satisfactory because MMI couplers are
fabrication tolerant. Measured crosstalks are lower than −25 dB in every switch.
Free spectral range of the filter, which is given by FSR = c/Nc�L where c and
Nc denote light velocity in vacuum and group index of the core respectively,
becomes 517 GHz (4.14 nm). Since the incoming signal power to the input port
is divided by N�= 16	 at the MMI splitter, the electric field amplitude in each
tap waveguide becomes 1/

√
N . Tap weighting coefficient can be made com-

plex value as gn = anexp�j�n	�n = 0� 1� · · · �N − 1	, where an and �n are given
by TO switch and phase shifter, respectively. Signal electric field after passing
through the delay line is expressed by gnexp�−j�n�L	/

√
N , where � denotes
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Figure 9.115 Schematic configuration of 16-tap transversal filter.

the propagation constant. Since each tapped signal is divided again by N at the
MMI combiner, the output electric field is expressed by

G =
N−1∑

n=0

1
N

gne
−j�n�L =

N−1∑

n=0

1
N

gnexp
(

−j
2
nc

�
n�L

)
� (9.52)

where � is a wavelength of the signal. It is confirmed experimentally that the
collective summation of complex electric fields is possible using MMI combiner
(see Section 2.4). Fiber-to-fiber insertion loss at zero phase variation is 5.6 dB.
There are several loss origins; they are 0.4-dB theoretical loss in each MMI
splitter and combiner, 0.1-dB theoretical loss in MMI 3-dB coupler, 0.06-dB
intersecting waveguide loss for each intersection and 0.1-dB coupling loss with
DSF. When we sum up these losses, we have 0.4(dB) × 2 (MMI splitter and
combiner) + 0.1(dB) × 2 (MMI 3-dB couplers) + 0.06(dB) × 15 (intersec-
tions) + 0.1(dB) × 2 (facets) = 2.1(dB) loss without including waveguide
propagation loss. The total waveguide length of the transversal filter is about
27 cm. If we assume the reasonable waveguide loss of 0.13 dB/cm, total wave-
guide propagation loss becomes 3.5 dB. The above loss breakdown sums up to
2�1+3�5=5�6(dB) which agrees with the experimental value. When we exclude
3.5-dB waveguide loss and 0.2-dB fiber coupling losses, the inherent loss of the
transversal filter is evaluated to be about 1.9 dB.
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Figure 9.116 Spectral intensity transmittances of filter when gn = 1 for all n.

In order to confirm the signal processing capabilities, sinc-type and Gaussian-
type spectral filter responses have been synthesized. Figure 9.116 shows spectral
transmittances of the filter when gn =1 for all n. Since functional shape of gn and
spectral transmittance G are connected with the Fourier transform relationship,
theoretical intensity transmittance is expressed by

T = �G�2 =
∣
∣
∣
∣

sin�N�/2	

N sin��/2	

∣
∣
∣
∣

2

� (9.53)

where � = �2
nc/�	�L = 2
f/FSR and f denotes optical frequency. The peak
transmittance is −5�6 dB. Figure 9.117 shows spectral transmittances of the filter
when gn has Gaussian distribution as

gn = exp
[
− �n − 7	�n − 8	

16

]
�n = 0� 1� � � � � 15	� (9.54)

Theoretical intensity transmittance also becomes Gaussian shape as shown by the
dotted line in Fig. 9.117. The peak transmittance becomes −12 dB. Additional loss
of 6.4 dB is caused by cutting out the signal power in each tap arm to form Gaussian
tap coefficients. It is shown from Figs. 9.116 and 9.117 that arbitrary shape of
filter characteristics can be realized by the coherent optical transversal filter.

Dynamic gain equalization filter (DGEF) is important to reduce the gain tilt
and gain ripple in cascaded optical amplifier systems to avoid signal-to-noise
ratio degradation [86]. DGEF based on a transversal filter is attractive since it
is compact and scalable to high-wavelength resolution [87].

Figures 9.118(a) and (b) show the input spectrum of Er-doped fiber amplifier
(EDFA) into the transversal filter and flattened spectrum, respectively, obtained
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Figure 9.118 (a) Measured input amplified spontaneous emission (ASE) spectrum into the
transversal filter and (b) flattened output spectrum of DGEF. (After Ref. [87]).
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for various pump powers at �p = 1480 nm. It is shown that the gain ripples are
successfully flattened to less than 1 dB in all cases, with insertion losses ranging
from 7 to 9 dB. The insertion losses include fiber coupling losses of 1 dB and
excess losses in the MMI couplers.

9.11. OPTICAL LABEL RECOGNITION CIRCUIT FOR
PHOTONIC LABEL SWITCH ROUTER

Optical address signal recognition is a key technology for future packet-
switched networks, where each router has to provide an ultrahigh throughput
exceeding the electronic speed limits. Several all-optical address recognition
schemes have been proposed. They include autocorrelation with matched fil-
ters [88] and a bit-wise AND operation with stored reference pulse patterns [89].
However, these approaches need numerous matched filters or reference patterns
to distinguish the address, because they determine the proper address pattern by
comparing the degree of matching between the incoming address and reference
patterns.

There is a novel optical circuit for recognizing an optical pulse pattern, which
is based on an optical digital-to-analog (D/A) converter fabricated on a silica-
based PLC [90]. The circuit converts the optical pulse pattern to analog optical
amplitude, and enables us to recognize the address. Figure 9.119 shows the
operational principle of the optical D/A converter. An incoming 4-bit optical
pulse train “C0C1C2C3” is first split into four duplicates. Each of the duplicate
is relatively delayed by 0, ��� 2�� and 3�� where �� is the time interval of

2
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 C2 + 2–3

 C3

C3C2C1C0

(a)

(b)

(c)

no delay
× 1/8

× 1/4

2Δτ
× 1/2

3Δτ
× 1

arm 1

arm 2

arm 3

arm 4

MMI 
Combiner

Optical 
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Figure 9.119 Operational principle of optical D/A converter. (After Ref. [90]).
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the incoming pulse, and weighted with the coefficients 20� 2−1� 2−2 and 2−3,
respectively. The weighted pulses are then recombined and one of the output
pulses is extracted with an optical gate. As shown in Fig. 9.119, the intensity of
the gated pulse is given by the square of the D/A conversion of the input pulse
sequence, as

I = 1
16

∣
∣20C0 + 2−1C1 + 2−2C2 + 2−3C3

∣
∣2 � (9.55)

Then, the incoming pulse pattern can be recognized by the intensity of the output
data I. Figure 9.120 shows the configuration of a fabricated 4-bit optical D/A
converter, which features a coherent optical transversal filter [85]. It consists of
a 1 × 4 MMI splitter, delay lines with a relative delay time ��, thermo-optic
phase controllers, thermo-optic switches as amplitude controllers, and a 4 × 1
MMI combiner. The time delay �� is set at 100 psec to deal with a 10 Gb/s pulse
train. Weighting coefficients in the D/A converter were adjusted by supplying
electric power to thermo-optic heaters while monitoring them using Fourier
transform spectroscopy [30]. The adjustment errors for phase and amplitude are
0.03 rad ��/200	 and 2%, respectively. The total device loss was about 9.9 dB,
including a 2−m weighting loss of 6.6 dB and a fiber coupling loss of 1 dB.
The 10-Gb/s RZ pulse sequences, generated by an electro-optic modulator, are
coupled into the D/A converter to confirm its operation. The source wavelength
of the laser was 1550.32 nm. Figures 9.121(a) and (b) show an input pulse
pattern (“0110”) and an output waveform from the D/A converter, respectively,

arm 1 arm 2 arm 3 arm 4

Delay lines

To optical gate

1 × 4 Splitter

MMI 4 × 1Combiner
Phase controllers

Amplitude controllers

Figure 9.120 Schematic configuration of 4-bit optical D/A converter. (After Ref. [90]).
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which are observed on a sampling oscilloscope. The light of the peak marked
by the solid square in Fig. 9.121 (b) corresponds to the D/A converted “0110”
patterns. The inset in Fig. 9.121(b) shows the theoretical output waveform, which
agrees well with the measured waveform. Figure 9.122 shows the measured
relationship between incoming pulse patterns and D/A output. The solid line is
a theoretical curve. Although the D/A output has the minimum detection limit
due to noise, the experimental and theoretical data agree fairly well. The optical
label recognition circuit will be a key element in future photonic label switched
routing networks [91].

0 1 1 0
Optical gating Theory

(a) (b)

Figure 9.121 Data output waveforms from optical D/A converter: (a) Input pulse pattern (0110),
(b) Output waveform and Inset shows theoretical waveform. (After Ref. [90]).
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522 Planar Lightwave Circuits

9.12. POLARIZATION MODE DISPERSION
COMPENSATOR

Polarization mode dispersion (PMD) has a serious adverse effect on long-haul
high bit-rate transmission systems. To a first-order approximation, PMD splits
an optical signal into fast and slow polarization components. As a PMD charac-
teristic has a statistical nature that varies with time, we need to compensate for
it adaptively. Optical PMD compensators, consisting of a polarization controller
and a tunable or fixed polarization-dependent delay line, are free from electrical
processing speed limitation, and therefore applicable to high-speed signals.

Figure 9.123(a) shows the schematic configuration of the fabricated PLC-type
PMD compensator [92]. It consists of two polarization beam splitters (PBSs),
two half waveplates (HWPs), two thermo-optic phase shifters (PS1, PS2), two

Thermo-optic heater

a-Si

Half waveplateHalf waveplate

Polarization
beam splitter

Polarization
beam splitter
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Figure 9.123 Integrated PMD compensator on planar lightwave circuit: (a) schematic configuration
and (b) equivalent optical circuit. (After Ref. [92]).
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tunable couplers (TC1, TC2) and a polarization-dependent delay line. The PBSs
have balanced MZI configurations with stress-applying amorphous Si films and
phase-bias adjustment heaters on their arms [93]. The tunable couplers also have
balanced MZI configurations with heaters. The compensator splits an incoming
signal into TE and TM components at the first PBS. The TM component is
converted to TE polarization at the first HWP thus allowing the TE and TM
components to interfere with each other. The two components pass through phase
shifters and tunable couplers. They are relatively delayed in the polarization-
dependent delay line.

Thereafter, the originally TM component is reconverted to TM polarization
at the second HWP, and recombined with the TE component at the second
PBS. Its equivalent system is shown in Fig. 9.123(b) and features the cascade
connection of an endless polarization controller and a birefringent fiber. PS1
and PS2 in Fig. 9.123(a), which change the relative phase between the TE
and TM components, correspond to the first and third perpendicular squeez-
ers in Fig. 9.123(b). By contrast, TC1 and TC2 correspond to the second and
third tilted squeezers, which couple the TE and TM components. This com-
bination of four squeezers enables us to reset one squeezer with the others,
and thus the system functions as an endless polarization controller. In a similar
way, the fabricated PMD compensator can compensate for PMD endlessly by
means of the reset operation. We use PS2 and TC2 to control the compensator,
and PS1 and TC1 to reset PS2 and TC2. The freedom of the compensator is
thus 2.

PMD compensator was evaluated with an emulated 43-Gbps transmission sig-
nal. The device size was 65 × 30 mm2, and the on-chip loss was 8.2 dB. A trans-
mitter multiplexed four 10.7-Gbps pseudo-random binary sequences (PRBSs)
from a pulse pattern generator into a 43-Gbps PRBS, and then modulated a
continuous-wave light from a distributed feedback laser diode with the 43-Gbps
NRZ PRBS. The transmitted signal was electrically regenerated and demulti-
plexed into four-channel 10.7-Gbps signals at a receiver. To evaluate the com-
pensator, we installed a first-order PMD emulator after the transmitter. We also
installed a polarization controller in front of the emulator so that two relatively
delayed polarization components had the same power. The compensator placed
before the receiver was controlled so as to maximize the degree of polarization
of the received optical signal.

Figure 9.124 shows the measured power penalty at a BER of 10−9 with and
without PMD compensator. The penalty without the compensator amounts to
more than 5 dB at a DGD of 10 psec, and it sharply increases with DGD. By
contrast, the penalty with the compensator is a little larger than 1 dB at a DGD
of 12.5 psec. It is confirmed that the compensator greatly improves the PMD
tolerance from 5.5 to 12 psec.
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Figure 9.124 Measured power penalty as a function of DGD at a bit-error-rate of 10−9. (After
Ref. [92]).

9.13. HYBRID INTEGRATION TECHNOLOGY USING
PLC PLATFORMS

It is widely recognized that optical hybrid integration is potentially a key
technology for fabricating advanced integrated optical devices [4]. A silica-
based waveguide on an Si substrate is a promising candidate for the hybrid
integration platform since high-performance PLCs have already been fabricated
using silica-based waveguides and Si has highly stable mechanical and thermal
properties which make it suitable as an optical bench. Figure 9.125 shows the
PLC platform fabrication process [94]. First, a thick under-cladding is deposited
on an Si substrate with a terraced region using FHD, and then the surface of the
substrate is flattened by mechanical polishing. To minimize the optical coupling
loss between the opto-electronics (OE) device on the terrace and optical wave-
guide, a thin layer is deposited on the polished substrate surface. The thickness
of the layer corresponds to the height of the active region of OE device on the
terrace. Then, a core layer is deposited and patterned into a core ridge by RIE.
The core ridge is then covered by the over-cladding layer. Finally, RIE is used
to form the Si terrace for the OE devices on the PLC and the terrace surface is
exposed. The relative positions of the core and Si terrace surface are determined
precisely because the terrace acts as an etch-stop layer during the RIE process.
As a result, Si terrace functions as both a high-precision alignment plane and
heat sink when OE device is flip-chip bonded on the terrace.

Figure 9.126 shows the schematic configuration of hybrid integrated LiNbO3
MZ switch [95]. The switching voltage of the device is 15 V. The extinction
ratio is 30 dB for the cross port and 21 dB for the through port. Figure 9.127
shows a WDM transmitter/receiver module utilizing PLC platform for use in
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Figure 9.125 PLC platform fabrication process.

Figure 9.126 Configuration of hybrid integrated LiNbO3 MZ switch. (After Ref. [95]).
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Figure 9.127 WDM transceiver module for FTTH. (After Ref. [4]).

fiber-to-the-home (FTTH) networks [4]. Cost reduction of optical module is
the major requirement for FTTH applications. A reduction in the number of
components by using a PLC platform, a spot-size converted LD (SS-LD) [96]
and a waveguide-PD [97] is a promising approach to obtain an inexpensive
WDM module. The fiber-to-fiber insertion loss for the 1�55 �m through port is
1.7 dB. At the 1�3 �m receiver port, the module responsivity is 0.2 A/W with
a 1�55 �m isolation of 50 dB. The coupling loss between PLC and WG-PD is
estimated to be 0.7 dB. At the 1�3 �m transmitter port, the output power from the
fiber is −2 dBm at an injection current of 50 mA. The SS-LD to PLC coupling
loss is about 2–4 dB.

PLC platform technology has also been utilized in fabrication of a hybrid
integrated external cavity laser [98, 99]. Figure 9.128 shows a configuration of

SS-LD 
(Length: 600 μm)

Grooves for silicone 
(Total length: 230 μm) UV written grating 

(Length: 4 mm, R: 0.43~0.67)

Si terrace

Si substrate

UV irradiation region

35 mm

10 mm7 mm

Silica waveguide 
(Refractive index difference: 0.45%)

λ1

λ2

λ8
•

••

Figure 9.128 Configuration of hybrid integrated multi-wavelength external cavity laser. (After
Ref. [99]).
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an 8-ch light source, in which 8 spot-size converter integrated LDs (SS-LDs)
and 8 gratings are integrated on an Si substrate [99]. The front and rear facets
of the SS-LD are coated with anti- and high-reflection film, respectively. The
SS-LD length was 600 �m. Gratings are written by irradiating a PLC waveguide
through a phase mask with ArF excimer laser light at 193 nm. The grating length
was 4 mm, and the grating reflectivity ranged from 43 to 67%. Silicone grooves
are formed in the cavity between the SS-LDs and gratings to suppress mode
hopping, and a UV irradiation region to control the longitudinal mode. Silicone
grooves are segmented to reduce excess loss, and the total silicone length was
230 �m. It is confirmed that all 8-ch oscillated with a threshold of less than
15 mA. The longitudinal mode wavelength shift �� caused by the UV-induced
index change is expressed as

�� = �nUVLUV

nSiO2
LSiO2

+ nLDLLD + npLp

· �� (9.56)

where, � is the oscillation wavelength, nSiO2
� nLD and np are refractive indices

in the silica waveguide, SS-LD and silicone respectively, and LSiO2
�LLD and Lp

are their respective lengths. �nUV is the UV-induced refractive-index change
and LUV is the length of the UV irradiation region. Equation (9.56) indicates that
the oscillation wavelength increases as the refractive index is increased by the
UV irradiation. In the experiment, we irradiated the 0.85 mm long waveguide
region with a power of 0�6 J/cm2. As the UV irradiation time increased, the
wavelength jumped twice. The total wavelength shift was found to be more than
0.15 nm, which is more than the longitudinal mode spacing and corresponds to a
refractive-index change of 1�2 × 10−3. This result shows that we can control the
longitudinal mode wavelength from any position to a stable position. Then, we
used this method to control the longitudinal mode and stabilized the oscillation
wavelength in the 8-ch light source. Figure 9.129 shows the oscillation spectra
of the 8-ch light source at 10 
C after laser control with UV irradiation. 8-ch
SS-LDs are simultaneously driven with an injection current of 50 mA. Single
mode oscillation was confirmed with a resolution of 0.007 nm for every channel.
The side mode suppression ratio was more than 34 dB. It was also confirmed
that we could control the 8-ch oscillation wavelengths to the ITU grid to within
0.08 nm, which is one-tenth of the channel spacing.

Temperature stable multi-wavelength source will play an important role in
WDM transmission and access network systems.

Semiconductor optical amplifier (SOA) gate switches having spot-size con-
verters on both facets have been successfully hybrid-integrated on PLC platforms
to construct high-speed wavelength channel selectors and 4 × 4 optical matrix
switches [100, 101]. Figure 9.130 shows the configuration of 8-ch optical wave-
length selector module. It consists of two AWG chips with 75-GHz channel
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Figure 9.129 Oscillation characteristics of 8-ch light source. (After Ref. [99]).

Figure 9.130 Configuration of 8-ch optical wavelength selector module. (After Ref. [100]).

spacing and hybrid integrated SOA gate array chip. It selects and picks up any
wavelength channel from a multiplexed signals by activating the correspond-
ing SOA gate switch. Three PLC chips are directly attached with each other
using uv curable adhesive. The length of SOA gate switch is 1200 �m and
their separation is 400 �m. The coupling loss between SOA and PLC wave-
guide ranges from 3.9 dB to 4.9 dB. Figure 9.131 shows the optical transmission
spectra of the wavelength channel selector when only one SOA gate switch
is activated successively. SOA injection current is 50 mA for all SOAs. The
peak transmittances have 1–3 dB gains; they are, 16–19 dB total chip losses and
fiber coupling losses are compensated by SOA gains. The crosstalk is less than
−50 dB and the polarization dependent loss is smaller than 1.4 dB. However,
the crosstalk becomes about −30 dB when two or more SOA gate switches are
activated simultaneously. The crosstalk in multi-gate operation is determined by
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Figure 9.131 Optical transmission spectra of the wavelength channel selector when only one SOA
gate switch is activated successively. (After Ref. [100]).

the crosstalk of AWGs. In the high speed switching experiments, the rise and
fall time is confirmed to be less than 1 nsec.

Although silica-based waveguides are simple circuit elements, various func-
tional devices are fabricated by utilizing spatial multi-beam or temporal
multi-stage interference effects such as AWG multiplexers and lattice-form
programmable filters. Hybrid integration technologies will further enable us to
realize much more functional and high-speed devices. The PLC technologies sup-
ported by continuous improvements in waveguide fabrication, circuit design and
device packaging will further proceed to a higher level of integration of optics
and electronics aiming at the next generation of telecommunication systems.
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Chapter 10

Several Important Theorems
and Formulas

In this chapter, several important theorems and formulas [1–4] are described
that are the bases for the derivation of various equations throughout the book.
Gauss’s theorem, Green’s theorem, and Stokes’ theorem are foundations for
electromagnetic theory. The integral theorem of Helmholtz and Kirchhoff and the
Fresnel–Kirchhoff diffraction formula are basic theories for solving diffraction
problems.

10.1. GAUSS’S THEOREM

We consider the function f�x� y� z� in a volume V enclosed by a smooth
surface S. Function f�x� y� z� and its derivatives �f/�x� �f/�y, and �f/�z are
assumed to be continuous in volume V and on surface S. Let us consider the
volume integral of the form

∫∫∫

V

�f

�z
dx dy dz� (10.1)

When volume V is penetrated by a column dV that is parallel to the z-axis, as
shown in Fig. 10.1, we obtain

∫∫∫

V

�f

�z
dx dy dz =

∫∫

G

dx dy
∫ z2

z1

�f

�z
dz� (10.2)
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Figure 10.1 A volume V enclosed by a surface S. Volume V is penetrated by a column dV that
is parallel to the z-axis.

where z1 and z2 denote the z-axis coordinates at which column dV penetrates
surface S and G is a projection of volume V onto the x–y plane. Partial integration
of Eq. (10.2) with respect to z gives

∫∫∫

dV

�f

�z
dx dy dz =

∫∫

G

f�x� y� z2�dx dy −
∫∫

G

f�x� y� z1�dx dy� (10.3)

We express angles of unit vector n normal to the incremental surface dS1 and
dS2 by �1 and �2. Here �1 and �2 are measured from the positive z-axis. Then
each term of the right-hand side of Eq. (10.3) can be rewritten as

∫∫

G

f�x� y� z2�dx dy =
∫∫

S

f�x� y� z2� cos �2 dS2� (10.4a)

∫∫

G

f�x� y� z1�dx dy =
∫∫

S

f�x� y� z1� cos�� − �1�dS1

= −
∫∫

S

f�x� y� z1� cos �1 dS1� (10.4b)



Gauss’s Theorem 537

Substituting Eqs. (10.4a) and (10.4b) into Eq. (10.3), we obtain
∫∫∫

dV

�f

�z
dx dy dz =

∫∫

S

f�x� y� z1� cos �1 dS1 +
∫∫

S

f�x� y� z2� cos �2 dS2� (10.5)

The first and second terms of Eq. (10.5) represent the surface integral on
the upper and lower surfaces of S, respectively. The generalized expression for
Eq. (10.5) becomes

∫∫∫

V

�f

�z
dx dy dz =

∫∫

S

f�x� y� z� cos � dS� (10.6)

Similar expressions for the volume integral of �f/�x and �f/�y are obtained:
∫∫∫

V

�f

�x
dx dy dz =

∫∫

S

f�x� y� z� cos 	dS� (10.7)

∫∫∫

V

�f

�y
dx dy dz =

∫∫

S

f�x� y� z� cos 
dS� (10.8)

Here 	 denotes the angle between the vector normal to the incremental surface
area dS and the x-axis and 
 denotes the angle between the vector normal to the
incremental surface area dS and the y-axis.

When we replace f�x� y� z� in Eqs. (10.7), (10.8), and (10.6) by X�x� y� z��
Y�x� y� z�, and Z�x� y� z� and add them together, we obtain

∫∫∫

V

[
�X

�x
+ �Y

�y
+ �Z

�z

]
dx dy dz =

∫∫

S

�X cos 	 + Y cos 
 + Z cos ��dS� (10.9)

Moreover, if functions X�Y , and Z denote x� y, and z components of vector A,
the divergence of A is given by

divA = 
 · A = �X

�x
+ �Y

�y
+ �Z

�z
� (10.10)

where 
 is called nabla. Nabla represents the following differential operator:


 = ux

�

�x
+ uy

�

�y
+ uz

�

�z
� (10.11)

where ux� uy, and uz denote unit vectors along the x-, y-, and z-axis directions.
The expression 
 · A in Eq. (10.10) is confirmed by the fact that the scalar
product of 
 and vector A is given by


 · A =
[

ux

�

�x
+ uy

�

�y
+ uz

�

�z

]
· �Xux + Y uy + Zuz� = �X

�x
+ �Y

�y
+ �Z

�z
� (10.12)
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Substituting Eq. (10.10) in Eq. (10.9), we obtain

∫∫∫

V


 · A dx dy dz =
∫∫

S

A · n dS� (10.13)

where n is an outward vector normal to the incremental surface area dS, which
is given by

n = ux cos 	 + uy cos 
 + uz cos �� (10.14)

Equation (10.13) is called Gauss’s theorem, which states that the summation of
the divergence of vector A in a volume space is equal to the sum of the outward
normal components of A on the surface enclosing the space.

Next let us consider the special case where the shape of volume V is column-
like, with its upper and lower surfaces parallel to the x–y plane. Assuming Z =0
and X and Y are independent of z, Eq. (10.9) reduces to

∫∫

S

[
�X

�x
+ �Y

�y

]
dx dy =

∮

C
�X cos 	 + Y cos 
�d�� (10.15)

Here surface area S and contour C enclosing S are as shown in Fig. 10.2.∮
d� represents the line integral along contour C. When we introduce a two-

dimensional differential operator in the x–y plane


t = ux

�

�x
+ uy

�

�y
� (10.16)

Figure 10.2 Surface area S and contour C enclosing S in two-dimensional Gauss’s theorem.
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Equation (10.15) is rewritten as
∫∫

S


t · A dv =
∮

C
A · n d�� (10.17)

10.2. GREEN’S THEOREM

Let the functions X�Y , and Z in Eq. (10.9) be expressed by

X = F
�G

�x
� Y = F

�G

�y
� Z = F

�G

�z
� (10.18)

where F and G are functions of x� y, and z. Substituting Eq. (10.18) in
Eq. (10.10), we obtain

�X

�x
+ �Y

�y
+ �Z

�z
= F
2G + �F

�x

�G

�x
+ �F

�y

�G

�y
+ �F

�z

�G

�z
� (10.19)

Here 
2 is a Laplacian operator defined by


2 = �2

�x2
+ �2

�y2
+ �2

�z2
� (10.20)

Since n is an outward unit normal vector perpendicular to the incremental
surface area dS, angles 	�
, and � between n and the x-, y-, and z-axes,
respectively, are given by

cos 	 = �x

�n
� cos 
 = �y

�n
� cos � = �z

�n
� (10.21)

Xcos	 + Y cos
 + Zcos� in Eq. (10.9) is then expressed, by using Eqs. (10.18)
and (10.21), as

X cos 	 + Y cos 
 + Z cos � = F

[
�G

�x

�x

�n
+ �G

�y

�y

�n
+ �G

�z

�z

�n

]
= F

�G

�n
� (10.22)

Substituting Eqs. (10.19) and (10.22) in Eq. (10.9), we obtain

∫∫∫

V

F
2Gdv+
∫∫∫

V

[
�F

�x

�G

�x
+ �F

�y

�G

�y
+ �F

�z

�G

�z

]
dv=

∫∫

S

F
�G

�n
dS� (10.23)

Exchanging F and G in the last equation, we have

∫∫∫

V

G
2F dv +
∫∫∫

V

[
�G

�x

�F

�x
+ �G

�y

�F

�y
+ �G

�z

�F

�z

]
dv =

∫∫

S

G
�F

�n
dS� (10.24)
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Subtracting Eq. (10.24) from Eq. (10.23), we obtain

∫∫∫

V

�F
2G − G
2F�dv =
∫∫

S

[
F

�G

�n
− G

�F

�n

]
dS� (10.25)

This is called Green’s theorem.
When we substitute Eq. (10.21) into Eq. (10.14), the outward normal vector n

can be expressed as

n = ux

�x

�n
+ uy

�y

�n
+ uz

�z

�n
� (10.26)

We notice here that the gradient of function G is expressed by

grad G = 
G = ux

�G

�x
+ uy

�G

�y
+ uz

�G

�z
� (10.27)

The scalar product of 
G and n is then given by


G · n =
[

ux

�G

�x
+ uy

�G

�y
+ uz

�G

�z

]
·
[

ux

�x

�n
+ uy

�y

�n
+ uz

�z

�n

]

= �G

�x

�x

�n
+ �G

�y

�y

�n
+ �G

�z

�z

�n
= �G

�n
� (10.28)

Green’s theorem can be rewritten, by using Eq. (10.28), as
∫∫∫

V

�F
2G − G
2F�dv =
∫∫

S

�F
G − G
F� · n dS� (10.29)

Next let us consider the special case where the shape of volume V is column-
like, with its upper and lower surfaces parallel to the x−y plane. Using a similar
two-dimensional coordinate as shown in Fig. 10.2, we obtain a two-dimensional
expression of Green’s theorem:

∫∫

S

�F
2G − G
2F�dS =
∮

C
�F
G − G
F� · n d�� (10.30)

10.3. STOKES’ THEOREM

Let us consider the line integral of vector A along contour C (Fig. 10.3) of
the form

∮

C
A · ds� (10.31)
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Figure 10.3 Coordinates to describe Stokes’ theorem.

where ds denotes the line increment vector along contour C. The direction of
line integration on C is defined by the right-hand screw with respect to the vector
n normal to surface S, as shown in Fig. 10.3. When we divide surface S into
many small triangular surfaces �S, Eq. (10.31) is given by the sum of the line
integrals along contour C ′:

∮

C
A · ds =∑

∮

C′
A · ds� (10.32)

The validity of the last expression is confirmed as follows. Consider, for
example, the case in which contour C in Fig. 10.3 is divided into two sections
by line ab, as shown in Fig. 10.4. Line integrals along C1 and C2 cancel each
other out, since the line increment vector ds is opposite on line ab. Therefore,
it is known that sum of the line integrals along C1 and C2 in Fig. 10.4 is equal
to the line integral along C in Fig. 10.3. By the same principle, the sum of the
line integrals along contour C ′ of subdivided triangular �S becomes equal to the
line integral along C in Fig. 10.3.

We then take triangular region PQR in Fig. 10.5 as �S and calculate the line
integral:

∮

C′
A · ds� (10.33)

As just described, the line integral along PQRP is equal to the sum of the line
integrals along OPQO, OQRO, and ORPO. First let us consider the line integral
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Figure 10.4 Division of the line integral.

Figure 10.5 Small triangular region �S for calculating the line integral.

along OPQO, as shown in Fig. 10.6. Since the line increment vector ds on OP
is directed along the x-axis, only the x-component of A is important.

Values of A at point O and P are expressed as

⎧
⎪⎨

⎪⎩

�Ax�Ay�Az� point O
[
Ax + �Ax

�x
�x�Ay + �Ay

�x
�x�Az + �Az

�x
�x

]
point P�

(10.34)

The line integral on OP is then given by

Ax +
(

Ax + �Ax

�x
�x

)

2
· �x� (10.35a)
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Figure 10.6 Line integral along OPQO.

As for the line integral along QO, we should note that the value of vector A at
point Q is given by

[
Ax + �Ax

�y
�y�Ay + �Ay

�y
�y�Az + �Az

�y
�y

]
point Q�

Since the line increment vector ds on QO is directed along the negative y-axis,
the line integral along QO is given by

−
Ay +

(
Ay + �Ay

�y
�y

)

2
· �y� (10.35b)

As for the line integral along PQ, it is divided into x- and y-components:

x-component of line integral PQ = −

(
Ax + �Ax

�x
�x

)
+
(

Ax + �Ax

�y
�y

)

2
· �x

(10.36a)

y-component of line integral PQ =

(
Ay + �Ay

�x
�x

)
+
(

Ay + �Ay

�y
�y

)

2
· �y�

(10.36b)

The line integral along OPQO is then given by the sum of Eqs. (10.34), (10.35a),
(10.35b), (10.36a), and (10.36b):

∫

OPQO
A · ds = 1

2

�Ay

�x
�x�y − 1

2
�Ax

�y
�x�y =

[
�Ay

�x
− �Ax

�y

]
�S1� (10.37)

When we define the angle between the vector n normal to triangle PQR and
the x-, y- and z-axes as 	�
, and �, respectively, �S1 is given by �Scos�.
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Therefore, Eq. (10.37) is expressed as
∫

OPQO
A · ds =

[
�Ay

�x
− �Ax

�y

]
�S cos �� (10.38)

In a similar manner, the line integrals along OQRO and ORPO are obtained:
∫

OQRO
A · ds =

[
�Az

�y
− �Ay

�z

]
�S cos 	� (10.39)

∫

ORPO
A · ds =

[
�Ax

�z
− �Az

�x

]
�S cos 
� (10.40)

The line integral of Eq. (10.33) is then given as the sum of the line integrals in
Eqs. (10.38)–(10.40):

∮

C′
A · ds =

{[
�Az

�y
− �Ay

�z

]
cos 	 +

[
�Ax

�z
− �Az

�x

]
cos 


+
[

�Ay

�x
− �Ax

�y

]
cos �

}
�S� (10.41)

We introduce here vector B, which is defined by

B =
[

�Az

�y
− �Ay

�z

]
ux +

[
�Ax

�z
− �Az

�x

]
uy +

[
�Ay

�x
− �Ax

�y

]
uz� (10.42)

Since the value in the braces in Eq. (10.41) is given by the scalar product of B
and the normal vector n [see Eq. (10.14)], Eq. (10.41) is expressed as

∮

C′
A · ds = B · n�S� (10.43)

Vector B defined by Eq. (10.41) is called the rotation of vector A and is
expressed by

B = rot A = 
 × A =
[

�Az

�y
− �Ay

�z

]
ux

+
[

�Ax

�z
− �Az

�x

]
uy +

[
�Ay

�x
− �Ax

�y

]
uz� (10.44)

We note here that the vector product of E and H is expressed by

E × H =
∣
∣
∣
∣
∣
∣

ux uy uz

Ex Ey Ez

Hx Hy Hz

∣
∣
∣
∣
∣
∣
= �EyHz − EzHy�ux + �EzHx − ExHz�uy

+�ExHy − EyHx�uz� (10.45)
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When we replace E ⇒ 
 [see Eq. (10.11)] and H ⇒ A in the last equation, the
formal expression 
 ×A coincides with B in Eq. (10.42). Substituting Eq. (10.43)
in Eq. (10.32), we obtain a expression for Stokes’ theorem:

∮

C
A · ds =∑B · n�S =

∫∫

S

B · n dS =
∫∫

S

�
 × A� · n dS� (10.46)

10.4. INTEGRAL THEOREM OF HELMHOLTZ
AND KIRCHHOFF

Let us consider a volume V enclosed by a surface S, as shown in Fig. 10.7.
The volume does not include the singular point P. According to Green’s theorem
the following relationship holds for the given functions F and G inside a volume
V enclosed by the surface S:

∫∫∫

V

�F
2G − G
2F�dv =
∫∫

S

�F
G − G
F� · n dS� (10.47)

where n is the outward vector normal to surface S. In order to investigate the
diffraction of light, we consider F to be a wave function of light, which satisfies
Helmholtz equation:


2F + k2F = 0� (10.48)

Figure 10.7 A volume V enclosed by a surface S. The volume does not include the singular
point P.
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Here we assumed the refractive index in volume V is n=1. Next, G is considered
to be a spherical wave originating at point P. Function G is expressed by

G = 1
r

e−jkr � (10.49)

where r is measured from point P. Since G→� for r →0, point P is a singular
point. In order to apply Green’s theorem to functions F and G, the singular
point should be excluded from volume V . Then a small sphere centered at P
with radius � is excluded from volume V . The removal of this sphere creates
a new surface S′, and the total surface of the volume becomes S + S′, where
S′ is the external surface as shown in Fig. 10.7. Spherical wave G satisfies the
Helmholtz equation in spherical coordinates (Fig. 10.8):


2G+k2G= 1
r2

�

�r

(
r2 �G

�r

)
+ 1

r2 sin �

�

��

(
sin �

�G

��

)
+ 1

r2 sin2 �

�2G

��2
+k2G=0�

(10.50)
Substituting Eqs. (10.48) and (10.50) in Eq. (10.47), we obtain

∫∫

S+S′

�F
G − G
F� · n dS = 0� (10.51)

Figure 10.8 A spherical coordinate system.
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Substitution of Eq. (10.49) into Eq. (10.51) gives

∫∫

S

[
F


(
e−jkr

r

)
− e−jkr

r

F

]
· n dS

+
∫∫

S′

[
F


(
e−jkr

r

)
− e−jkr

r

F

]
· n dS = 0� (10.52)

Since the unit vectors ur and n are parallel but in opposite directions on the
spherical surface with radius �, the value of ur · n = −1. Hence the value of

�e−jkr/r� · n on the surface of sphere S′�r = �� is given by

[



(
e−jkr

r

)]
· n =

[
ur

d

dr

(
e−jkr

r

)]
· n

= −
(

jk + 1
r

)
e−jkr

r
ur · n =

(
jk + 1

�

)
e−jk�

�
� (10.53)

Putting this last value into the second term on the left-hand side of Eq. (10.52)
and taking the limit as � → 0, and noting that dS = 4��2 on the surface of S′,
we obtain

lim
�→0

[
F�P + ��

(
jk + 1

�

)
e−jk�

�
− e−jk�

�

F · n

]
4��2 = 4�F�P�� (10.54)

Substitution of Eq. (10.54) into Eq. (10.52) gives

F�P� = 1
4�

∫∫

S

[
e−jkr

r

F − F


(
e−jkr

r

)]
· n dS� (10.55)

The last equation is called the integration theorem of Helmhotz and Kirchhoff.
Using this theorem, the amplitude of the light at an arbitrary observation point P
can be obtained by knowing the field distribution of light F and �F/�n�=
F ·n�
on the surface enclosing the observation point.

10.5. FRESNEL–KIRCHHOFF DIFFRACTION
FORMULA

The integration theorem of Helmholtz and Kirchhoff will be used to find
the diffraction pattern of an aperture when illuminated by a point source and
projected onto a screen. Let us consider a domain of integration enclosed by
a masking screen SC , a surface SA bridging the aperture, and a semisphere SR
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Figure 10.9 Shape of the domain of integration for the Fresnel–Kirchhoff diffraction formula.

centered at the observation point P with radius R, as shown in Fig. 10.9. Since
the light amplitude on the surface of the masking screen SC is zero, the surface
integral of Eq. (10.55) becomes

F�P� = 1
4�

∫∫

SA+SR

[
e−jkr

r

F − F


(
e−jkr

r

)]
· n dS� (10.56)

The integral over semisphere SR is expressed as

∫∫

SR

[
e−jkR

R

F · n + F

e−jkR

R

(
jk + 1

R

)
ur · n

]
dS�

where ur is a unit vector pointing from P to the point on SR. When R is very
large, the integral over SR can be approximated as

∫∫

SR

e−jkR

R
�
F · n + jkF�R2d�� (10.57)

where � is the solid angle from P to SR. Since the directions of ur and n are
identical, ur · n is unity. If the condition

lim
R→�

R�
F · n + jkF� = 0 (10.58)



Fresnel–Kirchhoff Diffraction Formula 549

is satisfied, the integral of Eq. (10.57) vanishes. This condition is called the
Sommerfeld radiation condition. If function F is a spherical wave expressed by
Eq. (10.49), then Eq. (10.58) is indeed satisfied as

lim
R→�

R�
F · n + jkF� = lim
R→�

(
−e−jkR

R

)
= 0� (10.59)

Actually, a light wave entering the aperture is a spherical wave or a summation
of spherical waves. Therefore, the Sommerfeld radiation condition is generally
satisfied.

It is then seen that in order to calculate F�P� we should consider the integral
just over SA. Taking s as the distance from the source P0 to point Q, the amplitude
of a spherical wave on the aperture is given by

F = A
e−jks

s
� (10.60)

where A is a constant. Since the direction of vector 
F is such that the change
in F with respect to a change in location is a maximum, 
F is in the same
direction as us. Therefore, 
F is expressed as


F = usA
d

ds

(
e−jks

s

)
= −usA

(
jk + 1

s

)
e−jks

s
� (10.61)

Also we have




(
e−jkr

r

)
= −ur

(
jk + 1

r

)
e−jkr

r
� (10.62)

When s and r are much longer than a wavelength, the second term inside the
parentheses on the right-hand side of Eqs. (10.61) and (10.62) can be ignored
when compared to the first term inside those parentheses. Substituting all the
foregoing results in Eq. (10.56) we obtain

F�P� = j
Ak

4�

∫∫

SA

e−jk�s+r�

sr
�ur · n − us · n� dS� (10.63)

Expressing the angle between unit vectors ur and n as �ur� n� and expressing the
angle between us and n as �us� n�, the preceding equation is rewritten as

F�P� = j
Ak

4�

∫∫

SA

e−jk�s+r�

sr
�cos�ur� n� − cos�us� n��dS� (10.64)
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Equation (10.64) is called the Fresnel–Kirchhoff diffraction formula.
Among the factors in the integrand of Eq. (10.64), the term

cos�ur� n� − cos�us� n� (10.65)

is the obliquity factor, which relates to the incident and transmission angles. For
the special case in which the light source is located approximately on the center
with respect to the aperture, the obliquity factor becomes �1 + cos ��, where �
is the angle between us and line QP, as shown in Fig. 10.10. Then Eq. (10.64)
is expressed as

F�P� = j
Ak

4�

∫∫

SA

e−jk�s+r�

sr
�1 + cos ��dS� (10.66)

When both s and r are nearly perpendicular to the mask screen, the angle �� 0.
Then Eq. (10.66) becomes

F�P� = j
Ak

2�

∫∫

SA

e−jk�s+r�

sr
dS� (10.67)

If we express the amplitude of the spherical wave on the aperture by

g = A
e−jks

s
� (10.67)

Figure 10.10 Case where source P0 is located near the center of the aperture.
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then F�P� can be expressed by

F�P� = j
k

2�

∫∫

SA

g · e−jkr

r
dS� (10.68)

This last equation states that if the amplitude distribution g of the light across
the aperture is known, then the field F�P� at the point of observation can be
obtained by Eq. (10.68). It can be interpreted as a mathematical formulation of
Huygens’ principle. The integral can be thought of as a summation of contribu-
tions from innumerable small spherical sources of amplitude g dS lined up along
aperture SA.

10.6. FORMULAS FOR VECTOR ANALYSIS

Here, unit vectors directed along the x-, y- and z-axis directions are denoted
by ux� uy, and uz, respectively. First an important equation related to the vector
product will be explained.

Consider a scalar product of A with B × C. Referring to the expression of the
vector product in Eq. (10.45), we can express

A · �B × C� = Ax�B × C�x + Ay�B × C�y + Az�B × C�z

= Ax�ByCz − BzCy� + Ay�BzCx − BxCz� + Az�BxCy − ByCx�

=
∣
∣
∣
∣
∣
∣

Ax Ay Az

Bx By Bz

Cx Cy Cz

∣
∣
∣
∣
∣
∣
� (10.69)

The value of the determinant in Eq. (10.69) remains the same when A�B, and
C are rotated in the manner of A→B →C�→A�. Then we have the equality of

A · �B × C� = B · �C × A� = C · �A × B�� (10.70)

Next, important equations relating to the divergence [see Eq. (10.10)] and
gradient [see Eq. (10.27)] of vector A will be derived.

We first consider the meaning of 
 × �
 × A�. The x-component of

 × �
 × A� is given by

�
 × �
 × A��x = �

�y
�
 × A�z − �

�z
�
 × A�y

= �

�y

[
�Ay

�x
− �Ax

�y

]
− �

�z

[
�Ax

�z
− �Az

�x

]

= �

�x

[
�Ax

�x
+ �Ay

�y
+ �Az

�z

]
−
[

�2Ax

�x2
+ �2Ax

�y2
+ �2Ax

�z2

]
� (10.71)
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Here �2Ax/�x2 was added to and subtracted from the equation to obtain the
rightmost expression. Similarly, the y- and z-components are obtained:

�
 × �
 × A��y = �

�y

[
�Ax

�x
+ �Ay

�y
+ �Az

�z

]
−
[

�2Ay

�x2
+ �2Ay

�y2
+ �2Ay

�z2

]
(10.72)

�
 × �
 × A��z = �

�z

[
�Ax

�x
+ �Ay

�y
+ �Az

�z

]
−
[

�2Az

�x2
+ �2Az

�y2
+ �2Az

�z2

]
� (10.73)

Noticing Eqs. (10.71)–(10.73), 
 × �
 × A� is expressed in operator form as


 × �
 × A� = 
�
 · A� − 
2A� (10.74)

The formal expression of 
2A is used, since the operator


2�= �2/�x2 + �2/�y2 + �2/�z2�

is applied to Ax�Ay, and Az in Eqs. (10.71)–(10.73). We should note that
the expression of Eq. (10.74) is applicable to 
 × �
 × A� only in Cartesian
coordinates.

Next, let us consider about 
 · �A×B�. According to the formulas for a vector
product and the divergence of a vector, 
 · �A × B� is written as


 · �A × B� = �

�x
�AyBz − AzBy� + �

�y
�AzBx − AxBz� + �

�z
�AxBy − AyBx�

= Bx

[
�Az

�y
− �Ay

�z

]
+ By

[
�Ax

�z
− �Az

�x

]
+ Bz

[
�Ay

�x
− �Ax

�y

]

−Ax

[
�Bz

�y
− �By

�z

]
− Ay

[
�Bx

�z
− �Bz

�x

]
− Az

[
�By

�x
− �Bx

�y

]

= Bx�
 × A�x + By�
 × A�y + Bz�
 × A�z

−�Ax�
 × B�x + Ay�
 × B�y + Az�
 × B�z�

= B · �
 × A� − A · �
 × B�� (10.75)

Letting � be a scalar function, we obtain two expressions relating to the
divergence and rotation of �A:


 · ��A� = �

�x
��Ax� + �

�y
��Ay� + �

�z
��Az�

=
[

��

�x
Ax + ��

�y
Ay + ��

�z
Az

]
+ �

[
�Ax

�x
+ �Ay

�y
+ �Az

�z

]

= 
� · A + �
 · A (10.76)
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 × ��A� = ux

{
�

�y
��Az� − �

�z
��Ay�

}
+ uy

{
�

�z
��Ax� − �

�x
��Az�

}

+uz

{
�

�x
��Ay� − �

�y
��Ax�

}

= ux

[
��

�y
Az − ��

�z
Ay

]
+ uy

[
��

�z
Ax − ��

�x
Az

]
+ uz

[
��

�x
Ay − ��

�y
Ax

]

+�

{
ux

[
�Az

�y
− �Ay

�z

]
+ uy

[
�Ax

�z
− �Az

�x

]
+ uz

[
�Ay

�x
− �Ax

�y

]}

= 
� × A + �
 × A� (10.77)

Other important formulas for vector analyses are


 · �
�� = 
2� (10.78)


 × �
�� = 0 (10.79)


 · �
 × A� = 0� (10.80)

10.7. FORMULAS IN CYLINDRICAL AND
SPHERICAL COORDINATES

In this section, formulas in cylindrical and spherical coordinates are
summarized.

10.7.1. Cylindrical Coordinates

�
��r = ��

�r
� �
��� = 1

r

��

��
� �
��z = ��

�z
(10.81)

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

�
 × A�r = 1
r

�Az

��
− �A�

�z

�
 × A�� = �Ar

�z
− �Az

�r

�
 × A�z = 1
r

{
�

�r
�rA�� − �Ar

��

}
(10.82)


 · A = 1

r
�

�r
�rAr� + 1

r
�A�

��
+ �Az

�z
(10.83)
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2� = 1
r

�

�r

(
r
��

�r

)
+ 1

r2

�2�

��2
+ �2�

�z2
� (10.84)

10.7.2. Spherical Coordinates

�
��r = ��

�r
� �
��� = 1

r

��

��
� �
��� = 1

r sin �

��

��
(10.85)

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

�
 × A�r = 1
r sin �

{
�

��
�sin �A�� − �A�

��

}

�
 × A�� = 1
r sin �

�Ar

��
− 1

r

�

�r
�rA��

�
 × A�� = 1
r

{
�

�r
�rA�� − �Ar

��

}

(10.86)


 · A = 1
r2

�

�r
�r2Ar� + 1

r sin �

�

��
�sin �A�� + 1

r sin �

�A�

��
(10.87)


2� = 1
r2

�

�r

(
r2 ��

�r

)
+ 1

r2 sin �

�

��

(
sin �

�2�

��

)
+ 1

r2 sin2 �

�2�

��2
� (10.88)
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A
Absorbing boundary condition, 392
Acoustical vibrational mode, 236
Acoustical vibrations, 236
All-optical switch, 360–364
Alternating-direction implicit finite difference

method, 371, 381
Anomalous dispersion region, 211
Anti-Stokes wave, 233
Apodization, 203
Arrayed-waveguide grating, 421–441

analytical treatment of demultiplexing
properties, 426–432

athermal (temperature-insensitive), 482–488
crosstalk, 441–446
dispersion characteristics, 446–455
flat spectral response, 456–471

parabola-type, 456–462
sinc-type, 462–467
synchronous-beam-movement-type,

467–471
Gaussian spectral response, 434–437
loss reduction in, 471–474
multiwavelength simultaneous monitoring

device using, 488–493
operation and fundamental

characteristics, 421–426
phase error compensation, 493–497
polarization dependence of pass

wavelength, 437–440
tandem configuration, 497–498
unequal channel spacing, 474–476
uniform-loss and cyclic-frequency, 477–482
variable bandwidth, 476–477
Vernier technique for center wavelength

adjustment, 440–441
waveguide layout, 432–434

Athermal (temperature-insensitive)
AWG, 482–488

AWG, see Arrayed-waveguide grating

B
Barker–Hausdorff theorem, 333
Beam propagation method, 49, 329–394

basic equations, 329–332
pulse propagation in optical

fibers, 331–332
wave propagation in optical

waveguides, 329–331
discrete Fourier transform, 339–346

formulation of numerical
procedures, 348–350

fast Fourier transform, 346–348
applications, 350–364

finite difference method
optical pulse propagation, 373–377
rectangular waveguides, 370–373
semi-vector analysis of high-index contrast

waveguides, 377–383
finite difference time domain

method, 383–394
optical pulse propagation, 336–339
optical wave propagation, 332–336

formal solution using operators, 332–333
split-step Fourier analysis, 334–336

planar optical waveguides, 364–370
basic equations, 364–366
transparent boundary conditions, 366–367
tri-diagonal equations, 368–370

Bessel functions, 60–62
Birefringent optical fibers, 120–134

basic equations, 123–126
elliptical-core fibers, 126–127
model birefringence, 127–130
orthogonally-polarized modes, 120–123
polarization mode dispersion, 130–134

Bistable devices, 200–203
Bitrate, 118
Bragg fibers, 144
Bragg optical waveguide, 171

coupling coefficients, 187–195
phase-shifted, 175
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Bragg wavelength, 172
Brillouin scattering, 233

stimulated, 243–246
Broadly dispersion compensating

fibers, 142–144

C
Chromatic dispersion, 96–102
Codirectional couplers, 166–168
Coherent optical transversal filters, 513–517
Complex reflection coefficient, 3
Contradirectional coupling, 169–177

phase-shift grating, 175–177
transmission/reflection characteristics in

uniform gratings, 169–174
Corrugated waveguides, 169–177

contradirectional coupling, 169–177
coupling coefficients, 187–195

Coupled mode theory, 159–206
codirectional couplers, 166–168
contradirectional coupling, 169–177
derivation of coupled mode equations,

159–166, 205–206
derivation of coupling coefficients, 177–195
fiber Bragg gratings, 203–204
optical waveguides using directional

couplers, 195–203
Couplers

codirectional, 166–168
directional, 195–203
fused-taper, 397–406
N×N star, 417–421
wavelength division multiplexing, 406
wavelength-flattened, 406–413

Coupling coefficients, 177–195
corrugated waveguides, 187–195
mode interference, 180–183
optical fibers, 183–187
rectangular waveguides, 178–180
slab waveguides, 177–178

Coupling length, 167
Crosstalk, 432, 435
Cutoff condition, 18
Cutoff normalized frequency, 20
Cutoff wavelength, 7
Cylindrical coordinates, 551–552

D
Dark solitons, 213, 229
Delay-time formula, 92–96

Differential group delay, 131
Dirichlet condition, 366, 375
Discrete Fourier transform, 339–346

formulation of numerical
procedures, 348–350

Dispersion compensating fibers, 134–135
Dispersion curves, 6, 21–22, 23
Dispersion equations, 6

Ex
pq and Ey

pq modes, 29–31
graded-index fibers, 113–117
LP modes, 75–78
transverse electric mode, 16–19
transverse magnetic mode, 16–19, 25–27

Dispersion flattened fibers, 139–142
Dispersion limit, 85
Dispersion-shifted fibers, 135–138
Distributed Bragg reflector lasers, 170
Distributed feedback lasers, 170
Dynamic gain equalization filter, 515

E
Effective area, 219
Effective index, 18
Effective index distribution, 39, 40
Effective index method, 37–40
E-field formulation, 316–317
EH mode, 72, 107
Eigenvalue equations, see Dispersion equations
Eigenvalues, see Propagation constants
Electric field distribution, 22–25
Elliptical-core fibers, 126–127
Energy method, 298
Energy principle, 298
Envelope soliton, 212
Erbium-doped fiber amplifier, 250–252

F
Fast Fourier transform, 346–348

applications, 350–364
Fiber Bragg gratings, 203–204
Fictitious boundaries, 285
Figure of merit for nonlinear effects, 209–210
Filters

coherent optical transversal, 513–517
dynamic gain equalization, 515

Finite difference method, 262
optical pulse propagation, 373–377
planar optical waveguides, 364–370

basic equations, 364–366
transparent boundary conditions, 366–367
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tri-diagonal equations, 368–370
rectangular waveguides, 370–373

Finite difference time domain method, 383–394
Finite element method, 261–326

high-index contrast waveguides, 315–324
E-field formulation, 316–317
H-field formulation, 317–318
steady state mode analysis, 318–324

optical fibers, 273–283
discretization of functional, 275
graded-index fibers, 277–279
stationary condition, 275–277
variational expression for delay time,

279–283
variational formulation, 273–275

rectangular waveguides, 284–298
stationary condition, 289–298
variational formulation and discretization,

284–289
vector and scalar analyses, 284

slab waveguides, 262–273
discretization of functional, 264–266
graded-index slab waveguides, 269–273
stationary condition, 266–269
variational formulation, 262–264

stress analysis of optical waveguides,
298–315

combined finite-element waveguide/stress
analysis, 309–315

displacement, strain and stress equations,
301–302

energy principle, 298–301
plane strain and plane stress, 301
stationary condition, 308–309
total potential energy, 303–308

Flame hydrolysis deposition, 416
Flat spectral response AWG, 456–471

parabola-type, 456–462
sinc-type, 462–467
synchronous-beam-movement-type, 467–471

Four-wave mixing, 252–257
Fraunhofer region, 41–42
Free spectral range, 200
Fresnel approximation, 365
Fresnel–Kirchhoff diffraction formula, 545–549
Fresnel region, 41–42
Fundamental mode, 4, 80
Fundamental soliton, 217
Fused-taper coupler, 397–406

G
Gaussian beam radiation pattern, 43–46
Gauss’s theorem, 10, 533–537
Geometrical birefringence, 125
Goos–Hänchen shift, 3
Graded-index fibers, 60, 103–117

basic equations and mode concepts, 103–108
dispersion characteristics, 113–117
finite element method, 273–275
vector wave equations, 151–152
WKB analysis, 108–113

Graded-index slab waveguides, 269–273
Green’s theorem, 35, 537–538
Group velocity dispersion, 85, 219
Guided modes, formation of, 2–7

H
HE mode, 72, 107
Helmholtz equation, 329
H-field formulation, 317–318
High-index contrast waveguides

finite element analysis, 309–324
E-field formulation, 316–317
H-field formulation, 317–318
steady state mode analysis, 318–324

semi-vector analysis, 377–383
polarization splitter, 382–383
Quasi-TE modes, 378–380
Quasi-TM modes, 380–381

Holey fibers, see Photonic crystal fibers
Hybrid integration technology, 522–527

I
Induced modulational instability, 228
Integral theorem of Helmholtz and

Kirchhoff, 543–545
Isotropic media, light scattering in, 233–239

light scattering by phonons, 236–239
vibration of one-dimensional lattice, 233–236

K
Kerr coefficient, 211
Kumar’s method, 31–37

L
Lattice-form programmable dispersion

equalizers, 506–509
Linearly polarized modes, 71–80, 83

dispersion characteristics, 75–78
propagating power, 78–80
unified dispersion equation, 71–75
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Longitudinal acoustic (LA) mode, 236
Longitudinal optic (LO) mode, 236
Loss limit, 85
LP mode, see Linearly polarized modes

M
Mach–Zehnder interferometers, 195–196, 468
Mach–Zehnder optical switch, 359–361

beam propagation, 374
Marcatili’s method, 27–31, 32
Material dispersion, 91
Maxwell’s equations, 7–10
Mode, 4
Mode interference, 180–183
Modulation instability, 225–228
Multimode dispersion, 89–90
Multimode interference device, 46–55
Multiplexers

N×N arrayed-waveguide grating, 415
reconfigurable optical add/drop, 498–503

Multiwavelength simultaneous monitoring
device, 488–493

N
N×N arrayed-waveguide grating multiplexers,

415
N×N matrix switches, 503–506
N×N star couplers, 417–421
Neumann condition, 366, 375
Nonlinear effects in optical fibers, 209–257

erbium-doped fiber amplifier, 250–252
figure of merit, 209–210
four-wave mixing, 252–257
light scattering in isotropic media, 233–239
optical Kerr effect, 211–217
optical pulse compression, 230–233
optical solitons, 217–229
second-harmonic generation, 246–249
stimulated Brillouin scattering, 243–246
stimulated Raman scattering, 240–242

Nonlinear Schrödinger equation, 213–217
Normal dispersion region, 211
Normalized frequency, 5
Normalized propagation constant, 19
Numerical aperture, 2

O
Optical fibers, 57–155

basic equations, 57–58
birefringent, 120–134

basic equations, 123–126
elliptical-core fibers, 126–127
model birefringence, 127–130
orthogonally-polarized modes, 120–123
polarization mode dispersion, 130–134

broadly dispersion compensating, 142–144
coupling coefficients, 183–187
dispersion flattened, 139–142
dispersion-shifted, 135–138
dispersion versus transmission

capacity, 117–120
multimode fiber, 119
single-mode fiber, 119–120

elliptical-core, 126–127
finite element method, 273–283

discretization of functional, 275
graded-index fibers, 277–279
stationary condition, 275–277
variational expression for delay time,

279–283
variational formulation, 273–275

four-wave mixing, 252–257
fundamental H11 mode, 80–83
graded-index, 103–117

vector wave equations, 151–152
linearly polarized modes, 71–80

dispersion characteristics, 75–78
propagating power, 78–80
unified dispersion equation, 71–75

multimode, 119
nonlinear effects, 209–257

erbium-doped fiber amplifier, 250–252
figure of merit, 209–210
four-wave mixing, 252–257
light scattering in isotropic

media, 233–239
optical Kerr effect, 211–217
optical pulse compression, 230–233
optical solitons, 217–229
second-harmonic generation, 246–249
stimulated Brillouin scattering, 243–246
stimulated Raman scattering, 240–242

optical power carried by each mode, 67
hybrid modes, 70
TE modes, 68–69
TM modes, 69–70

photonic crystal, 144–151
pulse propagation, 331–332
single-mode, 119–120

dispersion control, 134–144
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step-index, 58–67
dispersion characteristics, 83–103

wave theory, 58–67
graded-index fibers, 103–117
hybrid modes, 63–67
TE modes, 58–62
TM modes, 62–63

Optical Kerr effect, 211–217
nonlinear Schrödinger equation, 213–217
self-phase modulation, 211–213

Optical label recognition circuit, 517–519
Optical pulse compression, 230–233
Optical pulse propagation, 336–339

finite difference method, 375–377
Optical solitons, 212, 217–229

dark solitons, 213, 229
fiber loss compensation by optical

amplification, 223–225
fundamental and higher-order, 217–222
modulation instability, 225–228

Optical vibrational mode, 236
Optical vibrations, 236
Optical wave propagation, 332–336

formal solution using operators, 332–333
split-step Fourier analysis, 334–336

Optical waveguides
finite element method for stress

analysis, 298–315
wave propagation, 329–331

P
PANDA fiber, 122, 129
Parabola-type AWG, 456–462
Paraxial approximation, 365
Pass band, 172
Perturbation theory, 159–166
Phase error compensation, 493–497
Phase-shift grating, 175–177
Phasors, 8
Photonic crystal fibers, 144–151
Photonic label switch router, 517–519
Planar lightwave circuits, 415–527

arrayed-waveguide grating, 421–441
analytic treatment of demultiplexing

properties, 426–432
athermal (temperature-insensitive),

482–488
crosstalk, 441–446
dispersion characteristics, 446–455
flat spectral response, 456–471

Gaussian spectral response, 434–437
loss reduction in, 471–474
multiwavelength simultaneous monitoring

device using, 488–493
operation and fundamental

characteristics, 421–426
phase error compensation, 493–497
polarization dependence of pass

wavelength, 437–440
tandem configuration, 497–498
unequal channel spacing, 474–476
uniform-loss and cyclic-frequency,

477–482
variable bandwidth, 476–477
Vernier technique for center wavelength

adjustment, 440–441
waveguide layout, 432–434

coherent optical transversal filters, 513–517
hybrid integration technology, 522–527
lattice-form programmable dispersion

equalizers, 506–509
N×N matrix switches, 503–506
N×N star couplers, 417–421
optical label recognition circuit, 517–519
polarization mode dispersion

compensator, 520–522
reconfigurable optical add/drop

multiplexer, 498–503
temporal pulse waveform shapers, 509–513
waveguide fabrication, 416–417

Planar optical waveguides, 13–55
beam propagation method, 364–370

basic equations, 364–366
transparent boundary conditions, 366–367
tri-diagonal equations, 368–370

multimode interference device, 46–55
radiation field, 41–46
rectangular waveguides, see Rectangular

waveguides
slab waveguides, see Slab waveguides

Plane strain problem, 301
Plane stress problem, 301
Polarization-maintaining fibers, 121
Polarization mode dispersion, 130–134
Polarization mode dispersion

compensator, 520–522
Polarization splitter, 382–383
Polarized mode dispersion, 90
Poynting vector, 11
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Propagating power, 10–12
linearly polarized modes, 71–80

Propagation constants, 2, 4, 19–22

R
Radiation field, 41–46

Fresnel and Fraunhofer regions, 41–42
radiation pattern of Gaussian beam, 43–46

Raman effect, 233
Raman scattering, 233

stimulated, 240–242
Reconfigurable optical add/drop

multiplexer, 498–503
Rectangular waveguides, 27–40

basic equations, 27–28
coupling coefficients, 178–180
dispersion equations, 29–31
effective index method, 37–40
finite difference method, 370–373
finite element method, 284–298

stationary condition, 289–298
variational formulation and

discretization, 284–289
Kumar’s method, 31–37

Refractive index, 9
Relative refractive-index difference, 2
Ring resonators, 197–200

S
Sampling function, 341
Sampling theorem, 341
S-bend waveguides, 350–353
Scalar analyses, 284
Second-harmonic generation, 246–249
Self-phase modulation, 211–213
Sinc-type AWG, 462–467
Single-mode fibers, 82

dispersion control, 134–144
broadly dispersion compensating

fibers, 142–144
dispersion compensating fibers, 134–135
dispersion flattened fibers, 139–142
dispersion-shifted fibers, 135–138

Slab waveguides, 13–27
basic equations, 13–15
coupling coefficients, 177–178
dispersion equations, 16–19, 25–27
electric field distribution, 22–25
finite element method, 262–273

discretization of functional, 264–266
graded-index slab waveguides, 269–273

stationary condition, 266–269
variational formulation, 262–264

graded-index, 269–273
propagation constant, 19–22

Soliton compression, 222
Spherical coordinates, 552
Split-step Fourier analysis, 334–336
Staircase concatenation method, 397–413

amplitudes and phases between connecting
interfaces, 401–406

approximation of waveguide
boundary, 397–401

wavelength division multiplexing
couplers, 406

wavelength-flattened couplers, 406–413
Standing waves, 4
Steady state mode analysis, 318–324
Step-index fibers, 58–67

dispersion characteristics, 83–103
chromatic dispersion, 96–102
delay-time formula, 92–96
mechanisms causing, 88–92
signal distortion, 83–88
zero-dispersion wavelength, 102–103

Stimulated Brillouin scattering, 243–246
Stimulated Raman scattering, 240–242
Stokes’ theorem, 538–543
Stokes wave, 233
Stop band, 172
Stress analysis of optical waveguides

finite element method, 298–315
combined finite-element waveguide/stress

analysis, 309–315
displacement, strain and stress equations,

301–302
energy principle, 298–301
plane strain and plane stress, 301
stationary condition, 308–309
total potential energy, 303–308

Stress-induced birefringence, 125
Switches

all-optical, 360–364
Mach–Zehnder optical, 359–361
N×N matrix, 503–506
thermo-optic, 415

Synchronous-beam-movement-type AWG,
467–471

T
TE mode, see Transverse electric mode
Temporal pulse waveform shapers, 509–513
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Thermo-optic matrix switches, 415
TM mode, see Transverse magnetic mode
Total internal reflection, 1, 3
Total potential energy, 303–308
Transparent boundary conditions, 366–367, 376
Transverse electric mode, 15

dispersion equations, 16–19
optical fibers, 57–62
optical power carried by, 67–68

Transverse magnetic mode, 15
dispersion equations, 16–19, 25–27
optical fibers, 57–8
optical power carried by, 67–8

V
Vector analyses, 127, 284

formulas for, 549–551
graded-index fibers, 151–152

W
Waveguides

corrugated, 169–177
dispersion, 92

high-index contrast, see High-index contrast
waveguides

optical, 298–315, 329–331
planar optical, see Planar optical waveguides
rectangular, 27–40
slab, see Slab waveguides
structure, 1–2

Wavelength division multiplexing, 415
couplers, 406
systems, 138

Wavelength-flattened couplers, 406–413
Wentzel–Kramers–Brillouin method, 96

graded-index fibers, 108–113
WKB method, see Wentzel–Kramers–Brillouin

method

Y
Y-branch optical intensity modulators, 356–358
Y-combiners, 354–356

Z
Zero-dispersion wavelength, 102–103
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