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Digital colloid-enhanced Raman 
spectroscopy by single-molecule counting

Xinyuan Bi1, Daniel M. Czajkowsky1, Zhifeng Shao1,2 & Jian Ye1,2,3,4 ✉

Quantitative detection of various molecules at very low concentrations in complex 
mixtures has been the main objective in many fields of science and engineering, from 
the detection of cancer-causing mutagens and early disease markers to environmental 
pollutants and bioterror agents1–5. Moreover, technologies that can detect these 
analytes without external labels or modifications are extremely valuable and often 
preferred6. In this regard, surface-enhanced Raman spectroscopy can detect molecular 
species in complex mixtures on the basis only of their intrinsic and unique vibrational 
signatures7. However, the development of surface-enhanced Raman spectroscopy  
for this purpose has been challenging so far because of uncontrollable signal 
heterogeneity and poor reproducibility at low analyte concentrations8. Here, as a 
proof of concept, we show that, using digital (nano)colloid-enhanced Raman 
spectroscopy, reproducible quantification of a broad range of target molecules at 
very low concentrations can be routinely achieved with single-molecule counting, 
limited only by the Poisson noise of the measurement process. As metallic colloidal 
nanoparticles that enhance these vibrational signatures, including hydroxylamine–
reduced-silver colloids, can be fabricated at large scale under routine conditions, we 
anticipate that digital (nano)colloid-enhanced Raman spectroscopy will become the 
technology of choice for the reliable and ultrasensitive detection of various analytes, 
including those of great importance for human health.

The recent implementation of digital quantification in molecular detec-
tion strategies, in which analog signals are converted to single-molecule 
counting, has made notable progress towards the robust and quan-
titative measurement of very low concentrations of analytes6,9,10, as 
particularly shown by digital polymerase chain reaction (dPCR)1,4,5 
and digital enzyme-linked immunosorbent assay (dELISA)2,3. How-
ever, dPCR is applicable only for detecting pre-targeted DNA and RNA 
sequences11, and dELISA is limited by the availability of highly spe-
cific antibodies3, thus restricting their ability to detect nucleic acids 
and (some) proteins, respectively. In this regard, surface-enhanced 
Raman spectroscopy (SERS) has long been considered a promising 
approach because molecular species can be identified without any 
external identifier, based only on their inherent, unique vibrational 
signatures12. Furthermore, the marked enhancement of signals when 
the molecule is in electromagnetic hotspots of plasmonic nanostruc-
tures has made single-molecule detection possible13,14. However, this 
enhancement cannot be well controlled owing to variable molecular 
orientations and heterogeneous electromagnetic fields in the hot-
spots among other factors, leading to notable single-molecule inten-
sity fluctuations (SIFs)12,15–17. As a result, quantifications on the basis 
of integrated intensity of all single-molecule signals (that is, analog 
measurements) are highly variable at low concentrations, unable to 
achieve the required reproducibility and accuracy (Extended Data 
Fig. 1). To mitigate this limitation, efforts have been made to fabricate 

high-quality solid substrates17–19. Yet, until now, these efforts have 
achieved only modest success with select target molecules20, unable 
to meet the challenges of practical applications. Although digitaliza-
tion of single-molecule SERS signals has been proposed to circumvent 
this SIFs-induced challenge21, its implementation with conventional 
nanostructured solid substrates remains problematic. The main dif-
ficulty is that solid substrates are heterogeneous, both in a given sub-
strate and between different substrates, even under strict fabrication 
conditions (Supplementary Note), and these differences cannot be 
corrected with calibrations owing to the irreversible nature of the 
measurement process. Although these variations may not be limiting 
at high concentrations, reliable and accurate quantifications at low 
concentrations, even under optimal conditions, cannot be accom-
plished with confidence22. Moreover, the limited number of hotspots 
in the solid substrates together with the irreversibility of target capture 
have resulted in few qualified single-molecule events, severely limiting 
the reliability and sensitivity of the solid-substrate-based approach. In 
this work, we demonstrate that with metallic colloidal nanoparticles 
dispersed in aqueous solution, single-molecule Raman signatures of 
a broad range of molecular targets are sufficiently enhanced to enable 
the identification of target single molecules, and with single-molecule 
counting, these target molecules can be reproducibly quantified with 
unprecedented accuracy, with the Poisson noise of the measurement 
process ultimately limiting the detection level.
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In our system, we used a quartz capillary (inner diameter 1 mm) con-
taining 10 μl of a metallic colloid suspension to generate enhanced 
Raman spectra from target molecules (Fig. 1a and Extended Data Fig. 2). 
A scanning probe system (0.3 numerical aperture, 10× objective lens, 
638 nm excitation wavelength) was used to acquire the Raman spec-
tra from each sample in a pointwise scanning mode. Silver colloids 
(20–50 nm in diameter) were used for their dispersion stability dur-
ing measurements and their excellent Raman enhancement abilities7.  

The most effective colloidal concentration for these measurements was 
experimentally determined (Methods) owing to the fact that while the 
number of hotspots increases with the concentration of the colloids, 
the background scattering also increases at the same time, leading to 
a reduction of detectable signals. In contrast to solid substrates, the 
monodispersed silver colloids exhibit homogeneous distributions 
throughout the entire suspension, ensuring a nearly uniform probabil-
ity of the colloid–target interactions throughout the data acquisition 
chamber (Extended Data Fig. 3). To satisfy the criterion of independ-
ence for sequentially acquired measurements, the acquisition is per-
formed with neighbouring voxels spaced sufficiently far apart (here, 
10 μm) to minimize the possibility of double sampling (Methods). For 
digitization, each voxel is designated as positive (‘1’) if the signal of 
the specific vibrational signature is above a preset threshold that is 
determined by the fluctuations in the noise window, and as negative 
(‘0’) otherwise.

With this system, we first verified its single-molecule sensitivity 
and the appropriate range for single-molecule counting with the 
bi-analyte SERS technique (Methods and Extended Data Fig. 4) using 
hydroxylamine-reduced silver (Hya–Ag) colloids (ζ potential: −35.6 mV) 
at 0.5 nM, which was found to be optimal (Extended Data Fig. 3). Hya–Ag 
colloids at this concentration remained monodispersed in suspension 
over time, ensuring a statistically uniform distribution of hotspots 
throughout the measurement in space and time (Methods and Extended 
Data Fig. 3). The acquisition time was chosen as 0.1 s or 1 s for different 
target molecules depending on their signal strength to balance the 
signal-to-noise ratio (thus the reliability of single-molecule identifica-
tion) and detection efficiency (the number of qualified single-molecule 
events in a given period). We used the maximum intensity (Is) in the 
spectral window containing the specific signature for the measured 
molecule after baseline removal to identify the target molecules. We 
note that the appropriate concentration range for single-molecule 
counting is expected to vary over a broad range, owing to the com-
plex nature of the target–hotspot interactions. As shown in Extended 
Data Fig. 4, for crystal violet molecules, single-molecule events were 
found to be dominant below 10−9 M, but for 4-nitrobenzenethiol 
(4-NBT), a concentration below 10−8 M was necessary. Therefore, 
the appropriate single-molecule range for an intended target mol-
ecule must be pre-determined to satisfy the requirements of digital  
(nano)colloid-enhanced Raman spectroscopy (dCERS).

To demonstrate the concept of dCERS, we examined several repre-
sentative target molecules at various concentrations following the 
procedure described above. An example of crystal violet is shown in 
Fig. 1b and Extended Data Fig. 5a, in which the signature window was 
from 780 cm−1 to 820 cm−1 (out-of-plane C–H bending23) in which unique 
peaks were present. To assign ‘1’ or ‘0’ to each voxel, Is was compared 
with a preset threshold, which was experimentally determined by cal-
culating the mean (x ) and the standard deviation (σ) in a window away 
from the signature window in which no apparent peaks are present. In 
the case of crystal violet, we used a window from 1,700 cm−1 to 1,740 cm−1 
in the same spectrum and chose I x σ− ≥ 10s  as the threshold. The rea-
son for choosing this relatively high threshold is to achieve a low false- 
positive rate (less than two over 5,400 voxels with null controls in this 
case) at the cost of a lower detection efficiency. However, the most 
appropriate threshold should be determined as a balance between the 
desired accuracy (the number of positive counts, see below) and a 
reasonable acquisition time (see below and Methods). It should also 
be noted that for any analyte to be suitable for dCERS detection, 
well-recognized spectral features must be present without marked 
complications either from the background or from other analyte spe-
cies and adequate analyte–colloid interaction should be ensured by a 
suitable colloidal surface functionalization (Methods).

Using the above criteria, the ratio of positive voxels to the total num-
ber of measured voxels (RPV) was found to change monotonically with 
the crystal violet concentration, as expected (Extended Data Fig. 6a). 
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Fig. 1 | The concept of dCERS. a, Schematic of the experiments. The SERS 
spectra are collected with a quartz capillary containing a suspension of metallic 
colloidal nanoparticles and target molecules. Each acquisition voxel is assigned 
as ‘1’ (positive) or ‘0’ (negative) according to whether a single-molecule event is 
present. b, Typical dCERS results obtained with crystal violet. The standard 
(STD) spectra (top) as well as several examples of single-molecule spectra 
assigned as positive (i–iii) or negative (iv–vi) are shown. The background 
(BG) reference spectrum from the null control (bottom) is also shown. The 
shaded region in these images reflects the signature window for this target 
molecule. c, dCERS calibration curve for crystal violet. d, Typical dCERS  
results for single-stranded DNA (12 nt poly A; A12). The spectra shown are as 
described in b. e, dCERS calibration curve for A12. f–h, The dCERS curves for 
4-nitrobenzenethiol (4-NBT) (f), d-glucose (g) and haemoglobin (h) are also 
shown. RPV, ratio of positive voxels. Error bars were calculated from three 
independent measurements. Hya–Ag colloidal nanoparticles (about 24 nm in 
diameter) at 0.5 nM were used for all these measurements. a.u., arbitrary units.
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The concentration dependence of RPV for crystal violet is well described 
by a straight line with R2 = 0.99 when plotted on a log–log scale (Fig. 1c), 
as expected for adsorption events at low analyte concentrations on 
the basis of classical Gibbs thermodynamics24,25. We note that this rela-
tionship is not unique for crystal violet, as all other target molecules 
studied here, from the relatively simple glucose to poly-nucleic acids 
and proteins, exhibit the same linear relationship on the log–log plot 
(Fig. 1d–h and Extended Data Fig. 6). In practical applications, the highly 
reproducible nature of these monotonic correspondences between 
the analyte concentration and the single-molecule events should be 
sufficiently adequate to convert the measured RPVs to the actual con-
centrations, provided a pre-calibration is conducted for each analyte 
and/or each batch of fabricated colloids (see Methods, Extended Data 
Table 1 and Extended Data Fig. 6).

We next sought to quantify the accuracy of these measurements, 
an equally important aspect for reliable quantifications of target 
analytes. As single-molecule-based measurements are essentially 
an accumulation of discrete single-molecule events, a reasonable 
assumption is that these measurements should follow a Poisson dis-
tribution26, regardless of the details of the measurement process. As 
such, the measurement error should be simply the square root of the 
total counts of the single-molecule events per measurement at each 
concentration21. We thus made multiple measurements at several con-
centrations and calculated the mean and the measurement error at 
each concentration, using crystal violet and Hya–Ag colloids as a test 
case. As shown in Fig. 2a, the relative standard deviation (RSD) of the 
measured single-molecule events for each concentration is consist-
ent with a Poisson distribution and varies as 1/√N, where N is the total 

number of positive single-molecule events with 5,400 total voxels 
per measurement (Fig. 1c). Therefore, it immediately follows that the 
accuracy of a single measurement for a particular concentration must 
improve as more positive voxels are measured, which would require 
more voxels to be acquired, and thus a longer measurement period. As 
demonstrated in Fig. 2b, for the case of crystal violet at 10−10 M, the RSD 
(n = 3) was reduced from 14.2% to 5.3% when the accumulated positive 
voxels increased from 53 to 299 with an increase in the total number 
of acquired voxels from 1,200 to 5,400, precisely as predicted by the 
square-root law. This result was further verified at other concentra-
tions (Extended Data Fig. 7a) as well as for several different analyte 
molecules in the single-molecule regime (Extended Data Fig. 7b). These 
results strongly indicate that measurements on the basis of discrete 
single-molecule events should largely follow a Poisson distribution in 
general and, as such, the achievable measurement accuracy should be 
determined (and predicted) by the accumulated positive events, which 
is solely limited by the acceptable measurement duration and the num-
ber of false positives (of the background) in the measurement period 
regardless of the analyte concentration or the detection efficiency 
of a particular system. When the RPV and its uncertainty are known, 
the actual analyte concentration along with its accuracy can then be 
recovered from the pre-calibrated correspondence curve.

To further demonstrate the validity of dCERS, we quantified a mixture 
of two different target molecules dispersed in the same solution, crystal 
violet and Nile blue, at various concentrations (Methods). To digitize 
the single-molecule signal of Nile blue in each voxel, we used Is in the 
window from 565 cm−1 to 605 cm−1 corresponding to its characteristic 
peak at 585 cm−1 (Extended Data Fig. 5b), which does not overlap with 
that of crystal violet (800 cm−1) or the background peaks present in the 
null control (Extended Data Fig. 5a). The calibration between RPV and 
the Nile blue concentration is shown in Extended Data Fig. 6k, again 
showing a linear relationship on the log–log scale. Figure 3a shows the 
typical single-molecule spectra of crystal violet and Nile blue when 
both are present in the sample. It is noted that in these traces, the signal 
present in a particular voxel was generated either by crystal violet or by 
Nile blue but very rarely both at these concentrations, consistent with 
the expectation that at very low concentrations, single-molecule events 
dominate. Figure 3b shows the measured results for these mixed sam-
ples at various concentrations of crystal violet and Nile blue (Methods), 
each showing the same relationship as that measured when only one 
analyte is present. Furthermore, the concentrations of both crystal vio-
let and Nile blue were also accurately determined despite the two orders 
of magnitude difference in terms of the relative concentrations of the 
two analytes (that is, 10−11 M for crystal violet and 10−13 M for Nile blue). 
The standard deviations calculated from triplicate measurements at 
each mixture were also consistent with Poisson statistics. These results 
demonstrate that dCERS can achieve simultaneous quantification of 
multiple target analytes solely on the basis of their characteristic SERS 
signatures over broad concentration ranges, provided that the analyte 
concentrations satisfy the single-molecule requirement, namely, that 
they are sufficiently low.

We further tested the detection capabilities of dCERS by examining 
minute amounts of paraquat in solution, a highly toxic herbicide that 
could cause Parkinson’s disease27 and has been banned in 32 countries28. 
We calibrated paraquat at concentrations from 10−8 M to 10−10 M in pure 
water with the same Hya–Ag colloids using 1,620–1,660 cm−1 as the 
signature window. It is not insignificant to note that with only 2,400 
voxels acquired for each measurement, we achieved an RSD of 11% at a 
paraquat concentration of 10−10 M (n = 3) (Extended Data Fig. 6l), which 
is three orders of magnitude lower than the maximum residual level 
of paraquat established by the European Union29. In comparison, cur-
rent technologies, such as UV spectrophotometry30, can detect only 
paraquat at concentrations in the 2 × 10−7 M range. To further determine 
whether such measurements could also be achieved under complex 
and uncharacterized backgrounds similar to field situations, we then 
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Fig. 2 | Reproducibility of dCERS. a, The dependency of the mean number of 
positive counts (grey bars) on the concentration of crystal violet under a fixed 
number of measured voxels per dCERS test (5,400 voxels). The error bars 
indicate the standard deviations (n = 3). The RSDs (red dots) and the expectation 
based on Poisson statistics (blue curve) are also shown. b, Dependency of the 
mean number of positive voxels on the voxel number at 10−10 M crystal violet 
(n = 3). The RSD and expectation based on Poisson statistics as in a are also 
shown.
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tested paraquat dissolved in lake water. We first passed the lake water 
drawn from a local pond through membrane filters of different cut-
offs (see Methods for details) to remove particulates and aggregates 
to reduce background scattering. After confirming that the filtered 
lake water exhibited characteristics in the range for normal lake water 
established by the US Environmental Protection Agency31 (Methods), 
paraquat was added to the filtered lake water to a concentration of 
10−8 M. We then performed dCERS measurements with a series of 
dilutions, and the results are shown in Fig. 3c. It is noted that at 10−8 M 
(without dilution), the measured RPV was substantially lower than 
that predicted by the calibration curve, indicating that the competi-
tion from the residual materials present in the filtered laker water was 
significant. However, on dilution, the same log–log linear correspond-
ence as that obtained in the calibration was achieved, and the paraquat 
concentration was accurately determined after multiplication by the 
dilution factor. Therefore, for samples with a complex and unknown 
background, sufficiently low concentrations are necessary to mitigate 
potential competitions for the hotspots to achieve reliable quantifica-
tion of the target molecules. Hence, serial measurements over a broad 
dilution range may be necessary, and only when the calibrated linear 
correspondence is achieved can there be confidence about the deter-
mined concentration. It is noted that even at 10−10 M (after 100-fold 
dilution), the paraquat concentration was still accurately determined 
(1.04 × 10−10 M) with a total of 2,400 voxels acquired (40 min), which 
could be further improved if additional voxels were acquired.

As a final proof of its validity, we applied dCERS to the detection 
of a fungicide, thiram, that is highly toxic32 and has been classified 
as a carcinogen category 2 toxicant by the European Union33,34. More 
recently, the European Union has advised against the use of thiram for 
any agricultural purposes35. We first established the calibration curve 
of thiram in pure water from 10−9 M to 10−13 M with the Hya–Ag colloids 
using 1,360 cm−1 to 1,400 cm−1 as the signature window (Extended Data 
Fig. 6m). Because our main objective is to measure the residual thi-
ram in agricultural products, we used extracts from laboratory-grown 
bean sprouts as a model system (Methods and Extended Data Fig. 8). 
The sprouts were homogenized, centrifuged and membrane-filtered 
to produce the extracts (Methods). Thiram was then dissolved in the 
extract at a concentration of 10−9 M (equivalent to 2.4 × 10−4 mg kg−1). 
Similar to paraquat, measurements of a serial dilution were performed, 
and the results are shown in Fig. 3d. Once again, significantly lower 
values were found at the original concentration (10−9 M), most likely 
also owing to the competition of the materials retained in the extract. 
But on further dilution, the same linear relationship as the calibration 
was recovered at concentrations below 10−10 M. Even at 10−13 M, which is 
about five orders of magnitude lower than the detection limit of liquid 
chromatography-tandem mass spectrometry33, dCERS measurements 
are robust and reliable, achieving an error of 25% with only 2,400 total 
voxels acquired. These two examples demonstrate the unparalleled 
advantage of dCERS in detecting very low concentrations of soluble 
target molecules at accuracies that can be directly estimated on the 
basis of accumulated positive counts. Moreover, these experiments also 
indicate that measurements with serial dilutions are required to suf-
ficiently reduce any influence from unknown background components 
to enable correspondence with the calibrations. As such, this procedure 
requires the colloidal system to be consistent and reproducible, which 
is a substantial challenge with solid chip-based systems.

In conclusion, we have demonstrated that dCERS based on single- 
molecule counting is an effective and efficient technology for 
molecular quantifications at ultralow concentrations solely on the 
basis of intrinsic vibrational signatures of the target molecules as 
long as they exhibit well-defined, specific spectral signatures as well 
as adequate interaction with the hotspots. As demonstrated by the 
proof-of-concept examples with the toxic compounds (thiram and 
paraquat), the unprecedented sensitivity and predictable accuracy 
make dCERS a powerful and perhaps even preferred technology for 
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demanding applications, including environmental protection, food 
safety and mutagen detection, in which the presence of even a trace 
amount of certain chemicals could already be a serious threat to 
human health.
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Methods

Materials and instrumentation
Chloroauric chloride (HAuCl4 · 4H2O) and ethanol (≥99.7%) were pur-
chased from Sinopharm Chemical Reagent. Silver nitrate (AgNO3, 
99.8%), sodium citrate (98%), hydroxylammonium chloride (Hya · HCl, 
99%), potassium chloride (KCl, 99.5%) and sodium hydroxide (NaOH,  
≥ 98%) were all purchased from Aladdin. d-Glucose (≥99.5%), l-cysteine 
(≥98.5%), thiram (97%) and human haemoglobin were purchased from 
Sigma-Aldrich. 4-Nitrobenzenethiol (4-NBT, 90%), Nile blue, crystal 
violet (95%) and paraquat (99.7%) were purchased from Fluorochem, 
Alfa Aesar, Absin and Macklin, respectively. Single-stranded DNA, A12 
(sequence from 5′ to 3′: AAA AAA AAA AAA), was synthesized by Sangon 
Biotech. Nanopure water (18.2 MΩ) was used for all experiments. All 
materials were used without further purification.

The morphology of colloids was characterized by a JEM-2100F trans-
mission electron microscope ( JEOL). A UV1900 UV–Vis spectropho-
tometer (Aucybest) was used to obtain the extinction spectra of the 
colloidal suspensions. The concentrations of the colloidal suspensions 
were measured by a nanoparticle tracking analyser (ZetaView). The 
hydrodynamic diameter (Extended Data Fig. 3) and the ζ potential of 
the SERS colloids as well as the particulate content of the lake water 
were characterized by a Zetasizer Nano ZSP (Malvern). The ζ potential 
of the Hya–Ag colloids, citrate–Ag colloids and citrate–Au colloids were 
−35.6 mV, −33.8 mV and −36.0 mV, respectively. The conductivity and 
the pH of the lake water were measured to be 154.4 μS cm−1 and 7.9 by 
a SevenCompact S230 Conductivity Meter (METTLER TOLEDO) and a 
SevenCompact S220 pH/Ion Meter (METTLER TOLEDO), respectively, 
and without measurable changes after the addition of paraquat.

Fabrication and characterization of SERS colloids
For Hya–Ag colloids, 1 ml AgNO3 (10 mM) was added quickly into a 9-ml 
mixture of Hya · HCl (1.67 mM) and NaOH (3.33 mM) and then stirred 
vigorously, according to the optimized protocol in ref. 36. Citrate–Ag 
colloids and citrate–Au colloids were both prepared following the 
methods in ref. 37. In detail, to synthesize citrate–Ag colloids, AgNO3 
solution (18 mg in 100 ml H2O) was heated to boil and then 2 ml of a 
sodium citrate solution (1%) was added dropwise for 2 min, followed by 
1-h boiling to obtain the final colour of a greenish yellow. For citrate–Au 
colloids, an HAuCl4 solution (48 mg in 100 ml H2O) was brought to boil 
and then mixed with 10 ml of a sodium citrate solution (1%). The colour 
of the mixture was found to change from light yellow to dark blue and 
then to wine red after about 15 min of boiling. The mixture was boiled 
for another 30 min, followed by the immersion of the flask containing 
the products into ice-cold water to quench the reaction38.

For dCERS, the detection efficiency is closely related to the colloidal 
concentration as a result of the hotspot density in the voxels and the 
colloidal background scattering, which should, therefore, be optimized 
to balance the two factors. The former refers to the areas adjacent to the 
colloidal surface with a high electromagnetic field, in which the SERS 
signals of the molecules can be greatly enhanced and has the potential 
to generate positive voxels if in the probe volume. Therefore, the col-
loidal concentration is desired to be higher to increase the hotspot 
density, making the molecules more likely to be detected. The second 
issue is the background scattering, which, on the contrary, is preferred 
to be low. Too many colloids scatter the molecular SERS signals, thus 
reducing the usable hotspots. We examined this issue using Hya–Ag 
colloids (from 0.17 nM to 1.5 nM) with 10−10 M crystal violet and 10−7 M 
l-cysteine as examples. With both samples, the optimal concentration 
of Hya–Ag colloids was found to be 0.5 nM (Extended Data Fig. 3k,l). 
Although the precise optimal colloidal concentration is likely to vary 
among different analytes, the optimal range was found to be relatively 
broad. Therefore, a reasonable choice of colloidal concentrations (for 
example, 0.5 nM) should be generally adequate for most measure-
ments. Achieving the same accuracy at suboptimal concentrations 

would require only an increase in the measurement time, which is a 
strong advantage of this method. Experiments with other colloids 
were also adjusted to 0.5 nM on the basis of nanoparticle tracking 
analyser counts.

SERS colloid–molecule suspension preparation
l-Glucose, d-cysteine, paraquat, thiram, haemoglobin and A12 were 
dissolved in H2O at the desired concentrations, and 4-NBT, crystal violet 
and Nile blue were dissolved in ethanol. They were mixed with SERS 
colloids in a ratio of 1:9. Immediately after mixing, all samples were 
ultrasonicated for about 20 s for mixing consistency and incubated 
for 1 h at room temperature. Immediately before measurements, the 
stored samples were slightly ultrasonicated for about 3 s to prevent the 
precipitation of the colloids. For the quantification of crystal violet and 
Nile blue mixed in solution, three samples were prepared with different 
concentration proportions—namely, 10−13 M, 10−12 M and 10−11 M for Nile 
blue and 10−11 M, 10−12 M and 10−13 M for crystal violet for samples 1, 2 and 
3, respectively. For quantification of paraquat and thiram, the lake water 
was collected from Xujiahui Park in Shanghai, China. The bean sprouts 
were grown in the laboratory and harvested after a 6-day culture under 
normal growth conditions. After washing with pure water, the bean 
sprouts were pressed into juice (10 g bean sprouts in 10 ml ultrapure 
water) to obtain a homogenized sample. Following centrifugation, 
the samples were filtered using membranes with 0.8 μm, 0.22 μm and 
3 kDa cutoff to prepare the extract. Paraquat and thiram at the desired 
concentrations were added into the above pretreated lake water and 
bean sprout extract, respectively.

SERS data acquisition
The mixture of colloids and molecules (10  μl) was injected into a 
quartz capillary (outer diameter 2 mm, inner diameter 1 mm). SERS 
data acquisition was performed with a confocal Raman system (Horiba, 
XploRA INV) along the longitudinal axis (one dimension) of the capil-
lary in the point-by-point scanning mode with a step size of 10 μm. For 
concentrations requiring more voxels, spectra were acquired in the 
two-dimensional mode. SERS spectra were collected using a 10× objec-
tive lens (numerical aperture 0.3). Other measurement parameters are 
indicated in Extended Data Table 2.

Validation of the Bernoulli trial
In this method, each voxel is considered to be a Bernoulli trial—that is, 
a yes-or-no question with a probability p for ‘1’ (positive) and a prob-
ability q = 1 − p for ‘0’ (negative). Then the summed binarized value 
of all voxels in a sample is expected to follow a Poisson distribution 
(a limiting case of the Bernoulli distribution). For this, it is required 
that the voxels are identically distributed and independent random 
variables. To show uniformity among voxels, we examined the signal 
variation among voxels at a relatively high concentration of analyte, 
and this was found to be very low (Extended Data Fig. 3j). We note that 
identical imaging parameters are used throughout this measurement, 
ensuring a constant excitation volume, and that these Hya–Ag SERS 
colloids remain well dispersed during the experiment, with dynamic 
light scattering showing a highly stable suspension without obvious 
aggregation even after 3 h of measurement (the maximal duration used 
in the work) (0 min: 39.9 ± 16.3 nm, polydispersity index (PDI) = 0.323; 
1 h: 40.1 ± 15.8 nm, PDI = 0.272; 3 h: 41.3 ± 17.9 nm, PDI = 0.228) or even 
longer and after the addition of different analytes (10−10 M crystal 
violet: 39.2 ± 15.9 nm, PDI = 0.321; 10−8 M paraquat: 43.9 ± 21.2 nm, 
PDI = 0.274; 10−9 M thiram: 44.2 ± 21.2 nm, PDI = 0.344). To ensure the 
independence of separate measurements, the step size should be 
larger than the excitation volume so that the neighbouring voxels do 
not overlap and are sufficiently spaced apart. Given that the diam-
eter of the excitation volume with the 10× objective lens is 2.69 μm 
(= 1.22 × 0.638 μm/0.3), a step size of 10 μm guaranteed that there 
was no double sampling.



Determination of positive voxels
All SERS spectra were baseline-corrected with the Horiba LabSpec 
software. The maximum intensity (Is) in a window containing the char-
acteristic Raman peaks of the target molecule was used to determine 
whether a molecule was detected in that voxel. For digitalization, the 
voxel is assigned positive (‘1’) when Is was greater than the threshold 
calculated from a ‘background’ window or negative (‘0’) otherwise. 
We note that the signature window should be chosen at a unique band 
of the target molecule as well as away from other peaks present in the 
null control, whereas the noise region should be selected away from 
any peaks belonging to the target molecule and the null control. When 
choosing a proper threshold, factors such as confidence level in deter-
mining a positive peak at certain spectra and false positives in the null 
controls (that is, the background sample without target analytes) under 
the same measurement parameters should be taken into consideration. 
To determine the threshold in our experiment, we expected that the 
intensity follows a normal distribution if most signals are just noise 
(X ~ N(μ, σ2)). The set of the intensities in the signature window is a sam-
ple therefrom and the peak intensity is the maxima from the sample (Xn).

∏F X x F X x F X x F x( > ) = 1 − ( ≤ ) = 1 − ( ≤ ) = 1 − ( ( ))n n
i

n

i
n

=1

For example, with crystal violet, the signature window was from 
780 cm−1 to 820 cm−1 with 16 intensity numbers (n = 16) and 5,400 voxels 
were collected in each dCERS test. We set the probability of false posi-
tives to be less than ((1/5,400) × 100%), theoretically. Then,

F X x F x( > ) = 1 − ( ( )) <
1

5,400n
16
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Furthermore, we found μ ≈ μnoise, σ ≈ 2σnoise (noise window at 1,700–
1,740 cm−1 with no apparent peak present; Extended Data Fig. 5). So, 
when the noise window was used to estimate the signature window, the 
threshold was determined to be (μnoise + 10σnoise). When a measurement 
process is Poisson-dominated, the actual limit of detection (LOD) is 
determined only by the null control39 (that is, the false positives over 
the measuring period). As long as the positive number counted from 
an unknown sample is higher than the false positives in the null con-
trol with confidence, this sample can be quantified under the current 
conditions. Therefore, the false positives are preferred to be extremely 
low so that the lowest possible concentration can still be successfully 
quantified provided that enough positive detection events have been 
accumulated for an intended accuracy. For instance, the null control 
for the detection system of crystal violet was measured to be only two 
false positives in the null control when 5,400 voxels were acquired 
in total (RPV ≈ 0.037%). Thus, the theoretical LOD is estimated to be 
3.6 × 10−17 M with the false positives and three times the error based 
on the calibration curve, indicating that we should be able to quantify 
concentrations even much lower than the 1 fM (RPV ≈ 0.25%) demon-
strated in the main text. In practice, methods such as spectral fitting 
might further reduce the false positives in the null control and improve 
the confidence of positive judgement (though not provided in this 
work), thus improving the LOD of the dCERS. A higher threshold can 
also be used yet at the cost of reducing single-molecule events at a 
certain analyte concentration, whereas a lower threshold may include 
more false positives thus reducing the accuracy as well as increasing 
the lower bound of the detection limit (that is, 250 false positives in 
5,400 voxels at 5σ threshold and even 1,689 in 5,400 at 3σ threshold). 
Details about the choice of signature windows, background windows 
and thresholds for all targeted molecules discussed in this work are 
found in Extended Data Table 2.

Single-molecule sensitivity using the bi-analyte SERS technique
To determine the single-molecule sensitivity of the SERS colloids and 
the concentration range for dCERS that is not necessary in analog 
quantification, we used the bi-analyte SERS (BiASERS) technique, 
a widely accepted method to examine the single-molecule sensi-
tivity of SERS colloids and to determine a genuine single-molecule 
event40. In short, two types of analyte were mixed together and incu-
bated with the colloids. Here, we used crystal violet and Nile blue and 
4-NBT/4-Chlorothiophenol (4-CBT) as two groups of bi-analytes, 
because in each group, the analytes had similar cross-sections and 
resonances under the excitation laser wavelength (that is, 638 nm). In 
this assay, the concentrations of the two analytes are not necessarily the 
same, being adjusted to obtain comparable numbers of pure events in 
one mixture (see the legend of Extended Data Fig. 4) because of their 
unavoidable differences in their affinity to the NPs and the other fac-
tors. When both analytes were at relatively higher concentrations, the 
spectra collected were dominated by mixed signals, as each spectra 
showed signals of both analytes, whereas only a minority or none of 
the spectra showed the pure signals (having the signals of only one of 
the analytes). As the concentrations of both analytes were simultane-
ously lowered, there could be only a couple of mixed signals or even 
a single or no signals captured in each acquisition, gradually leading 
to the dominance of pure events in the spectral set. Statistically, the 
pure events were most likely to be generated by a single molecule. 
Therefore, at this concentration and below, the acquired pure events 
should be dominated by single-molecule events. At the same time, if a 
large number of pure events can be obtained by the SERS colloids, we 
recognized this type of colloids to be single-molecule sensitive with 
abundant single-molecule-sensitive hotspots. With further decreases in 
the concentration of the analyte molecules, there would be a decrease 
in the proportion of signal spectra and an increase in the proportion of 
single-molecule events for the single-molecule-sensitive SERS colloids. 
These expectations were borne out by the experiments (Extended 
Data Fig. 4).

Calibration curve for dCERS
For dCERS, the RPV is directly calculated as the ratio of positive voxels 
to the acquired total voxels. On the basis of classical Gibbs thermody-
namics for adsorption binding events at very low concentrations in 
solution, we expected that the relationship between RPV and concen-
tration should be linear on a log–log scale, as typically described by the 
Freundlich equation41. Therefore, the data obtained with pure analytes 
in water were fitted to a linear curve in the log–log plot to obtain the 
calibration curve (log RPV = klog M + b). For higher concentrations 
beyond this calibrated range, dilution of the sample may be necessary 
to make the concentration fall into this range.

dCERS quantification accuracy
As the quantification of each concentration is simply a counting process 
of single-molecule binding events, the number of detectable analyte–
colloid interactions (N) determines the ratio of positive voxels accord-
ing to the Poisson distribution (RPV = 1 − e−N) (ref. 42). Therefore, at each 
concentration, the quantification error was estimated by the number 
of positive voxels (Error = 1/√Npositive voxel) (ref. 43). The number of voxels 
to be measured was estimated to obtain a required accuracy based on 
the RPV determined from the calibration curve.

Pre-calibration
Not all analytes may be effectively measured with dCERS. The analytes 
of interest should have well-defined and specific spectral signatures 
that can be extracted from the background, as well as adequate inter-
actions with hotspots to produce marked enhancement so that the 
signal-to-noise ratio is sufficiently robust. Moreover, as several factors 
can influence the detection efficiency of the analytes for dCERS, it is 
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difficult to formulate predictions on a theoretical basis. Therefore, a 
pre-requisite is to perform a series of experiments for each analyte, 
so that the appropriate spectral features (window choice and wave-
length) with sufficient quality can be determined and the colloidal 
functionalization can be optimized, which will serve as the basis for 
subsequent measurements. A second issue to consider is the differ-
ences in detection efficiency owing to uncontrollable variations in 
the fabrication process of the SERS colloids, leading to differences in 
concentration, enhancement factor and affinity to the analytes. For 
each freshly made batch of colloids, a small fraction should be taken 
out and examined with various analytes in the appropriate concen-
tration range. Therefore, these calibration curves are necessary for 
each batch to convert the measured positive counts into quantitative 
measurements.

Apparent efficiency
In a practical sense, it is suggested to use an index to quantitatively 
depict all influencing factors on the dCERS calibration curve. We have 
defined the dCERS apparent efficiency in the standardized detection 
conditions, expressed as the number of positive pixels under a cer-
tain measurement duration and concentration of the analytes and 
the metallic colloids (that is, 1,000 s at 10−10 M of analytes and 0.5 nM 
SERS colloids in this work). With this definition, the apparent efficien-
cies of all of the detection systems discussed in the paper have been 
listed in Extended Data Table 1. From the apparent efficiency, we are 
able to obtain some insights into the dCERS properties based on the 
molecule–colloid interaction. On the basis of apparent efficiency, the 
measurement parameters (for example, the total number of voxels) can 
also be optimized to meet the quantitative demands under the potential 
analyte concentration and the current measurement conditions. It is 
also an index to instruct the choice of appropriate SERS colloids and 
instrumentation settings.

Quantification by analog method
With each concentration, three independent measurements were per-
formed with 5,400 voxels (that is, 5,400 spectra) per test. We summed 
all the acquired spectra in one test (n = 5,400) in the first step, followed 
by baseline removal and intensity reading from the signature window. 
After subtraction of the intensity from the null control, we obtained 
the mean and error from the three tests at each concentration. For a 
comparison between the conventional analog method and dCERS, we 
examined the two methods when applied to the same spectral dataset, 
namely, the data of crystal violet enhanced by the Hya–Ag colloids at 
a concentration of 10−10–10−15 M (Extended Data Fig. 1).

Reporting summary
Further information on research design is available in the Nature Port-
folio Reporting Summary linked to this article.

Data availability
Source data are provided with this paper. The other relevant data are 
available from the corresponding author upon request.
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Extended Data Fig. 1 | Comparison between the analog method and dCERS. 
Crystal violet (CV) was quantified in the concentration range of 10−10 to 10−15 M. 
(a) The summation of all acquired spectra at different concentrations of CV 
(10−15 to 10−10 M) and background (BG) reference (null control). The standard 
(STD) SERS spectra of the CV-ethanol solution is provided after scaling for clarity. 
In the CV-specific window of 780 to 820 cm−1, a weak peak was observable at 
concentrations from 10−10 to 10−12 M, but no peak was evident at concentrations 
lower than 10−13 M, similar to what is observed with the null control under the 
same conditions. (b) Typical single-molecule spectra acquired from the voxels 
at 10−15 M CV. Red: positive spectra with discernable CV-specific peaks (1); black: 
negative spectra without the targeted signals (0); blue: spectrum acquired in 
without CV (null control). The specific SERS band corresponding to CV (780  
to 820 cm−1) is indicated by the orange stripes in panels a and b. (c) The peak 

intensity from the summed spectra over all voxels versus CV concentration. 
The standard deviation increases rapidly as the concentration decreases and 
no concentration below 10−12 M could be reliably measured. (d) The ratio of 
positive voxels (RPV) versus CV concentration. The RPV decreases as the 
concentration decreases with the standard deviation (error bar) following 
Poisson statistics, and at concentrations of 10−11 and 10−12 M, the accuracy is also 
better than the summed case. Furthermore, as there is no evidence of a plateau 
region at the lowest concentrations, it is likely that much lower concentrations 
could be measured by the digital approach, which would clearly not be possible 
with the analog method. Here for panels c and d, each data point reflects the 
mean and the standard deviations calculated from 3 independent measurements 
(5,400 voxels/mapping).



Article

Extended Data Fig. 2 | Quantitative SERS. (a) Schematic diagrams of 
quantification at different concentrations. (i) High-concentration scenarios: 
there are multiple molecules in each excitation volume, generating recognized 
SERS signals with intensities higher than the threshold (TH) (positive, defined 
as “1”) for the majority of voxels. (ii) Low-concentration scenarios: Some of the 
voxels show no recognizable signals, i.e., the targeted peak presents intensity 
that is lower than threshold (negative, defined as “0”). (b) Heatmaps demonstrate 

the ability to quantify the magnitude of the target intensities in scenario (i) yet 
failure in scenario (ii) because of severe SIFs. By contrast, the ratio of positive 
voxels per mapping, reflected by digital maps (indicated by rightwards arrows) 
obtained by dCERS, still possess clear correlation with the concentrations in 
scenario (ii). (c) Schematic diagram of the depictions of the digital/heat maps. 
The stripe-like mapping areas are rearranged into squares for this presentation.



Extended Data Fig. 3 | Characterization of the SERS colloids. (a)-(c) Hya-Ag 
colloids, (d)-(f) citrate-Ag colloids and (g)-(i) citrate-Au colloids. (a), (d), (g) Shown 
are the colloidal suspensions contained in the vials (left) and transmission 
electron microscopic images of the colloids (right). (b), (e), (h) Extinction spectra. 
(c), (f), (i) Histograms of the hydrodynamic diameter obtained by dynamic light 
scattering. ( j) Histogram of the intensity distribution among voxels in 10−7 M 
crystal violet detected by Hya-Ag colloids. The relative standard deviation is 
2.8% among the 200 voxels, indicating that the hotspots present in each probed 
voxel were statistically comparable across voxels. To improve statistics,  

a relatively longer acquisition time was used for each voxel (i.e., 5 s) to 
accumulate more hotspots. (k) 10−10 M crystal violet (CV) and (l) 10−7 M 
L-cysteine were detected by the Hya-Ag colloids at 0.17, 0.25, 0.5, 1 and 1.5 nM. 
The detection efficiency is improved when the colloidal concentration 
increases, because of the increased hotspot density. With greater colloid 
concentration, the detection efficiency then decreases due to the increased 
background scattering. The histograms show the RPVs with error bars 
indicating the standard deviations (n = 3). The optimal concentration for 
Hya-Ag colloids was found around 0.5 nM.
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Extended Data Fig. 4 | Single-molecule sensitivity by BiASERS. The 
concentration-dependent heatmaps of each analyte involved in the BiASERS 
measurements (left and middle) and the histograms of the contribution of  
(a, c, d) crystal violet (CV) or (b) 4-NBT in each spectrum (right). The pure events 
are defined as the probability of one of the analytes approaching 0 (or 1) and the 
mixed events are defined as the probability in between. (a) Mixtures of CV and 
Nile blue (NB) measured using Hya-Ag colloids. At 10−8 M of CV/NB, both analytes 
show clear signal in nearly all voxels, exhibiting a Gaussian-like histogram of the 
probability of CV. On the contrary, at 10−9 M CV, some spectra exhibit neither 
the CV nor NB signal but within all signal spectra, there is a growing proportion 
of pure-signaled ones, leading to an increase of 1/0 measurements than those 

in the middle. At 10−10 M CV, most signal spectra exhibit pure signals with 
extremely rare ones showing both signals. Since these pure-signaled spectra 
should be statistically dominated by single-molecule events, the single- 
molecule regime for CV should be below 10−9 M. (b) Mixture of 4-NBT and 
4-chlorothiophenol (4-CBT) measured using Hya-Ag colloids, exhibiting the 
expected single-molecule behavior for 4-NBT below 10−8 M. (c) Mixtures of CV 
and NB measured by citrate-Ag colloids and (d) citrate-Au colloids. The same 
trend can be observed in the other types of SERS colloids though at different 
analyte concentrations due to differences in hotspot density/intensity, surface 
binding affinity, among other properties.



Extended Data Fig. 5 | Standard SERS spectra. (a) The standard SERS spectrum 
of 10−7 M crystal violet enhanced by Hya-Ag colloids (red) and the averaged 
spectrum of the null control (black). The signature window of crystal violet at 
780 to 820 cm−1 is indicated by the red stripe. (b) The standard SERS spectrum 

of 10−7 M Nile blue enhanced by Hya-Ag colloids. The signature window of Nile 
blue at 565 to 605 cm−1 is indicated by the red stripe. For both panels, the noise 
window is at 1,700 to 1,740 cm−1 as indicated by the gray stripes.
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Extended Data Fig. 6 | dCERS of different analytes and using different 
colloids. The relationship between RPV and analyte concentrations of (a) 
crystal violet (CV), (b) 4-NBT, (c) cysteine, (d) A12, (e) hemoglobin, (f) D-glucose, 
(g) Nile blue (NB), (h) paraquat and (i) thiram measured using Hya-Ag colloids 
plotted in a linear-linear scale. The calibration curves of ( j) cysteine, (k) NB,  
(l) paraquat and (m) thiram measured using Hya-Ag colloids. The cysteine 
shows a much lower efficiency than 4-NBT likely owing to a smaller molecular 
cross section assuming that both have a high affinity to Hya-Ag colloids via 
covalent binding. (n) The calibration curves of CV using Hya-Ag colloids (blue), 
citrate-Ag colloids (red) and citrate-Au colloids (black). Though the three 

different types of colloids have comparable surface potential and concentration, 
citrate-Au colloids exhibit a much lower efficiency than the other two Ag 
colloids due to a poorer plasmonic effect. Additionally, the efficiency of 
citrate-Ag colloids is slightly lower than Hya-Ag colloids probably because of  
a layer of citrate residues which may cause steric hindrance to impede CV from 
getting close to the metallic surface to some extent even though the size of 
citrate-Ag colloids is larger than Hya-Ag colloids. For the calibration curves,  
the error bars indicate the standard deviations calculated with 3 independent 
measurements. Fitting formula: RPV k M blog = log + .



Extended Data Fig. 7 | Verification of Poisson dominated accuracy for 
dCERS. (a) The number of positive voxels increases with an increase in the total 
number of voxels acquired per dCERS test for crystal violet concentrations of 
10−11 to 10−15 M crystal violet (from top to bottom) measured using Hya-Ag 
colloids. (b) The number of positive voxels increased with an increase in the 
concentration of 4-NBT, hemoglobin, A12 and glucose (from top to bottom) 
measured using Hya-Ag colloids. The total number of measured voxels per 

dCERS test was 5,400 for 4-NBT and 1,200 for the others. The gray bars show 
the mean number of positive voxels with the error bars indicating the standard 
deviations from 3 independent tests. The relative standard deviation (RSD, red 
dots) is calculated as the ratio of the standard deviation to the mean of the 
positive count, which agrees with the Poisson estimation (

N
1 , blue lines) from 

the mean positive counts (N).
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Extended Data Fig. 8 | Photographs of the lab-grown bean sprouts prepared 
under normal culture conditions. In brief, 50 g mung beans were immersed in 
pure water for 2 h and then placed in the bean sprouter with 1 L fresh pure water 

without thiram. From Day 1 to Day 2, the beans doubled in size and started to 
sprout. On each of the following days, the length of several bean sprouts was 
measured by a ruler.



Extended Data Table 1 | Apparent efficiency of dCERS measurements of different target molecules enhanced by different 
colloids
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Extended Data Table 2 | Parameters used for the positive determination of different target molecule
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